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Abstract—Improvements in signaling methods, circuits and
process technology have allowed input/output (I/O) data rates to
scale beyond 10 Gb/s over several legacy channels. In this regime,
it is critical to accurately model and comprehend channel/circuit
nonidealities in order to co-optimize the link architecture, circuits,
and interconnect. Empirical and worst-case analysis methods used
at lower rates are inadequate to account for several deterministic
and random noise sources present in I/O links today. In this paper,
we review models and methods for statistical signaling analysis
of high-speed links, and also propose a new way to integrate
behavioral modeling approaches with analytical methods. A com-
putationally efficient segment-based analysis method is shown to
accurately capture the effect of transmit jitter and its interaction
with the channel. In addition, a new jitter interpretation approach
is proposed to enable the analysis of arbitrary I/O clocking topolo-
gies. We also present some examples to illustrate the practical
utility of these analysis methods in the realm of high-speed I/O
design.

Index Terms—High-speed I/O, I/O power optimization, link
analysis tools, signaling analysis, statistical signaling analysis.

I. INTRODUCTION

O VER the past decade, high-speed input/output (I/O)
data rates have scaled from a few hundred Mb/s to

. This has been possible due to improvements in
link architecture (e.g., point-to-point instead of multidrop),
signaling methods (e.g., transmit pre-emphasis), circuits (e.g.,
low noise receivers and precision clocking), and semiconductor
process technology. A typical multi-Gb/s I/O link today (e.g.,
[1]–[3]) includes several of the components shown in Fig. 1:
equalizers at TX/RX to compensate for channel intersymbol
interference (ISI), high-speed clock generation/distribution
circuits, and clock-data recovery (CDR) circuits to optimally
sample the incoming data. This increased complexity has
required significant improvements in link modeling and anal-
ysis techniques to enable design optimization and validation.
Advanced signaling analysis tools are also used today to help
draft I/O standards and specifications. By comprehensively
modeling both the circuits and interconnect in a high-speed
link, these tools enable system level co-optimization of channel
components, link architecture and low level circuits.

In the past, link analysis was based on empirical simulations
or worst-case analysis. In the former approach, a transient anal-
ysis was done using a circuit/interconnect simulator to com-
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Fig. 1. Components of a high-speed I/O link.

pute performance margins from the receiver eye obtained with
a few thousand bits. With increasing link complexity (as shown
in Fig. 1) and the strong interaction between various link com-
ponents (e.g., channel characteristics and CDR performance), it
is impractical to model the entire link using a SPICE-like time
domain simulator. Since it is not possible to increase the number
of bits used in the simulation to validate the low BERs needed
in links today ( ), it is difficult to predict performance
margins with any certainty using a solely empirical method.
Worst-case link analysis methods (e.g., peak distortion analysis
in [4], [5]) circumvent the need for time consuming simulations
by analytically determining the worst-case eye from the channel
response and noise models. While these methods are useful for
applications like equalizer optimization due to their computa-
tional simplicity [6], they are not suited to high-speed link per-
formance analysis. This is because the results of a worst-case
analysis in which the worst-case effects of several noise and in-
terference sources are simply superimposed can be highly pes-
simistic (this is especially true when modulation schemes more
complex than NRZ are used). Due to these drawbacks of empir-
ical and worst-case analysis methods, almost all link analysis
tools used today (e.g., [7]–[9]) are statistical in nature.

Statistical link analysis attempts to account for all relevant
noise and interference sources in a probabilistic fashion to
derive statistical performance metrics like BER analytically,
without extensive behavioral/circuit simulations. With appro-
priate models for various link components, this type of analysis
enables computationally efficient validation and performance
characterization for very low target BERs ( ). In this
paper, we present models for various key blocks in a high-speed
link and techniques to use them for statistical link analysis.
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Fig. 2. I/O channel modeling: (a) physical channel example, (b) model using an impulse response matrix.

Fig. 3. Transmitter model.

Besides reviewing existing statistical techniques [4], [7]–[9],
we present a method to combine them with behavioral mod-
eling approaches to improve accuracy, particularly with respect
to link jitter. The next section covers link modeling, while
the analysis methods are described in Section III. Section IV
addresses ways to model actual TX/RX clock jitter to fit within
the analysis framework of Section III. In Section V, we present
some examples to illustrate the utility of statistical link analysis
in high-speed I/O design.

II. LINK MODELING

Analyzing the performance of an I/O link requires models for
both the communication channel and the various link compo-
nents shown in Fig. 1. At the transmit side of the link, a PLL gen-
erates a high-speed clock that is usually buffered and distributed
to several transmitters. Within each transmitter, data bits may
be coded (e.g., for dc balancing or clock recovery) and modu-
lated before being sent to the output driver. In many instances,
the output driver is implemented using a segmented DAC for
transmit pre-emphasis [1]. At the receiver, the incoming data is
conditioned by an analog front-end (AFE) before being sampled
and quantized. A clock and data recovery loop (CDR) deter-
mines the optimal sampling instants. Below, we describe ways
to model each of these link components.

A. Channel

Physically, an I/O channel may be composed of a combina-
tion of I/O pads at TX/RX, package traces/pins, sockets, connec-
tors, FR4 traces, and a backplane (see Fig. 2). This channel can
usually be assumed to be linear and time-invariant (LTI), and
can thus be described using an impulse or frequency response.
A multiport LTI model (Fig. 2) is necessary to capture the effect
of all relevant crosstalk sources, in addition to intersymbol inter-
ference (ISI). It is important to include the effective capacitance
seen at the TX/RX pads (due to ESD, device and interconnect
parasitics) in the overall channel model as they can significantly
limit performance over certain channels.

B. Transmitter

While the LTI assumption is usually valid for the physical I/O
channel, it may be stretched in the case of the output driver [10].
This is primarily due to nonlinearities and parasitics of the active
devices in the driver. Techniques to model these have been pro-
posed in [10] and [11]. For our purposes, we will assume that
an equivalent LTI model can be derived using a method such
as the least mean squares approach in [11]. The segment-based
analysis method described in Section III-A can comprehend any
dc nonlinearity in the output DAC. TX pre-emphasis can be
modeled by a discrete-time linear filter with the appropriate tap
weights (Fig. 3). The TX peak output constraint implies that the
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Fig. 4. Receiver model.

sum of the absolute values of the tap weights should be unity
[12]. Jitter in the TX clock arises from various sources such as
device noise, PLL reference clock and power supply noise [13].
This modulates the phase of the TX output and can cause sig-
nificant degradation of margins at high jitter frequencies [14].
A model for the transmitter that includes all these elements is
shown in Fig. 3. Jitter modeling is described in detail in Sec-
tion IV.

C. Receiver

The AFE in the receiver is a signal conditioning circuit that
may be a low pass filter (to filter out of band noise), an automatic
gain control unit, or a continuous time linear equalizer (to miti-
gate ISI [1]). In all cases, it can be modeled as a filter that modifies
the effective channel response (Fig. 4). The AFE is usually fol-
lowed by a sampler and regenerative latches [15]. These blocks
can be modeled by an ideal quantizer with input offset (arising
from device mismatches) and input-referred noise (due to device
noise and other on-chip noise sources), as shown in Fig. 4. Note
that the noise here also includes any output noise from the AFE.
Similar to TX pre-emphasis, the DFE can be modeled by a dis-
crete-time linear feedback filter. For high-speed I/O where target
BERs are , error propagation in the DFE has negligible
effect on performance. This allows the linearization of DFE as
described in [16] enabling its effect to be analyzed using a mod-
ified single bit response. The most common implementation of
RX CDR determines and tracks the RX sampling phase based
on data/edge samples (e.g., [2]). To calculate the jitter in the RX
sampling clock, all relevant sources of jitter such as reference
clock noise, VCO noise, charge-pump mismatch, and self-noise
of bang-bang phase detectors [17] need to be included. Channel
ISI/crosstalk and transmit data coding also have an effect on CDR
performance. Due to the nonlinear nature of most CDRs used
today and the multitude of noise sources, it is preferable to use
a behavioral modeling/Monte Carlo simulation approach to cap-
ture all the relevant nonidealities. The data from such a simu-
lation can be postprocessed (as described in Section IV) to ex-
tract jitter parameters that can be used in the analysis described in
Section III.

III. STATISTICAL SIGNALING ANALYSIS

In this section, we describe methods to comprehend the dom-
inant link interference and noise sources in a statistical manner.

Fig. 5. Steps in statistical signaling analysis.

While some of these techniques have been described in previous
publications [4], [7], [8], we include it here for review and also
to set the framework for a new jitter interpretation approach pro-
posed in the next section. Using the models of Section II, the
following analysis will allow us to characterize the link perfor-
mance in terms of a statistical BER eye, which is the link BER
as a function of receiver sampling offset in voltage and time do-
mains. A BER eye can be considered to be a 2-D extension of
the more conventional bathtub plot that characterizes BER as
a function of timing offset alone. In addition to LTI, the fol-
lowing key assumptions are made in the analysis: 1) TX data bit
sequence in each channel is independent, identically distributed
(i.i.d) and independent of data sent over other channels, and 2)
noise/jitter distributions are stationary, independent of the data
sequence. Although the analysis methods described here can be
used for arbitrary jitter distributions, we will use the commonly
used dual-Dirac normal distribution (a combination of Gaussian
and bi-modal distributions [18]) for illustration. The analysis
flow is outlined in Fig. 5 and the various steps are explained
below.

A. ISI + Untracked TX Jitter

The first step in the analysis is to determine the distribution
of RX samples due to just ISI and TX jitter that is not tracked
by the receiver. The strong interaction between these two sig-
naling impairments has been noted in previous publications [7],
[14], [19]. Intuitively, this is because TX jitter (at high frequen-
cies) modulates TX symbol widths and hence the amount of
ISI seen at the receiver. If TX jitter is white, the RX sample
distribution can be obtained using the segment-based analysis
described in [7]. In reality, TX jitter can be highly correlated
and part of it is tracked and cancelled by the RX CDR. In Sec-
tion IV, we describe a way to map the actual correlated TX/RX
jitter to equivalent white TX and RX jitter. In a segment-based
analysis, the TX data stream is divided into segments centered
on the nominal data transitions as shown in Fig. 6. The idea
is to compute the contributions of individual segments and ap-
propriately combine them to get the aggregate distribution of
RX samples. To do this, we start by tabulating all valid realiza-
tions of a segment in terms of the initial and final values and
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Fig. 6. Transition PDF computation in segment-based analysis of ISI and TX
jitter. An asymmetric bi-modal TX jitter distribution is used for illustration.

Fig. 7. Example of combination of segments in segment-based analysis.

the transition edge jitter (Fig. 6). Note that dc nonlinearity in
the output driver can be comprehended at this stage by appro-
priately modifying the initial and final values based on a char-
acterization of the output driver circuit (see Fig. 3). The con-
tribution of each segment to the aggregate sample PDF (called
the “transition PDF” in [7]) is determined by convolving the
segment with the channel impulse response, sampling the re-
sult and weighting by the TX jitter distribution (Fig. 6). Once
the transition PDFs (TPDFs) of all the precursor and postcursor
segments have been computed in this manner, they are combined
to obtain the aggregate RX sample PDF. This can be done in a
sequential fashion as shown in the example in Fig. 7. For the bi-
nary NRZ case with no TX pre-emphasis, there are four possible
transitions for each pre-/post-cursor segment as shown. Starting
from the last significant postcursor segment, at each step, we
average selected transition PDFs and combine them with ap-
propriate transition PDFs in the neighboring segment. For ex-
ample, we average the TPDFs corresponding to the “00” and
“10” transitions in postcursor segment #2 and convolve it with
the TPDF of “01” in segment #1 to obtain the contribution to the
RX sample PDF of all possible data patterns that have a 0-to-1
transition 1 UI before the cursor. This step is repeated until all

the segments have been traversed and we converge at the cursor
segment. Note that this approach can be easily extended to in-
clude multilevel signaling (M-PAM), TX pre-emphasis, and TX
duty cycle error (or more generally, any deterministic TX jitter)
by appropriately augmenting the set of possible segments and
the rules for combining them. For example, in the case of TX
duty cycle error, we would combine (i.e., convolve) the TPDFs
of the wider segments with those of the narrower segments only
and vice versa. Formulas describing this iterative process for ar-
bitrary number of signaling levels and TX pre-emphasis taps can
be found in [7].

B. Pre-aperture BER Eye

After computing the effect of ISI and untracked TX jitter, we
add the effect of crosstalk to the RX sample distribution. As-
suming i.i.d data streams, the interference distribution due to
crosstalk can be easily computed from the crosstalk channel re-
sponses using the approach outlined in [4] to compute the distri-
bution of ISI. As the data in crosstalk channels is assumed to be
independent of that in the primary channel, the resulting inter-
ference distribution can be directly convolved with the sample
distribution obtained in the previous step (Fig. 5). Note that
the effect of crosstalk depends on the phase shift between the
clocks in the aggressor and victim channels. For plesiochronous
clocking scenarios, the crosstalk PDF can be computed by av-
eraging the results for all possible relative phases. Using the re-
sulting distribution that comprehends ISI, crosstalk and (uncor-
related) TX jitter, we can compute the BER conditioned on a
given RX sampling voltage/timing offset. This can be done by
integrating appropriate areas in the aggregate sample PDF just
computed (see Fig. 8). The result is a 2-D BER plot as a function
of RX sampling offsets, referred to as the pre-aperture BER eye,
since it assumes an ideal receiver (with no voltage noise/sam-
pling jitter).

C. RX Aperture and Final BER Eye

RX aperture captures the uncertainty in the sampling clock/
voltage reference that is used to sample/resolve the incoming
RX data. Assuming the timing and voltage noise sources are
independent, the 2-D RX aperture distribution can be computed
simply by multiplying the individual distributions [Fig. 9(a)].
The final BER eye can now be obtained by convolving the pre-
aperture BER eye with the RX aperture as shown in Fig. 9(b).
In addition to the nominal BER (BER at the center of the BER
eye), this statistical BER eye can be used to compute voltage
and timing margins at the target BER as shown in Fig. 9(b).

Much of the computational complexity of the statistical sig-
naling analysis method just described is due to the integrated
analysis of ISI, TX pre-emphasis and TX jitter in Section III-A.
The computation time can be significantly reduced by com-
bining TX and RX jitter into an effective RX sampling jitter.
This can however result in significant errors when the channel
exhibits ISI and when TX pre-emphasis is used. Fig. 10 shows a
comparison of BER eyes obtained for 5 Gb/s data transfer over
a server backplane with 2-tap pre-emphasis when 2 ps rms jitter
is injected at the transmitter or receiver. Neglecting the interac-
tion between TX jitter and the channel overestimates the voltage
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Fig. 8. Pre-aperture BER eye computation from RX sample distribution.

Fig. 9. Computation of (a) RX aperture, and (b) final BER eye. VM and TM are the statistical voltage and timing margins at the target BER.

Fig. 10. Difference between effect of jitter injected at TX and RX.

margin at BER by . This underlines the impor-
tance of comprehending the eye closure (both vertical and hor-

izontal) resulting from the modulation of TX data symbols by
high-frequency TX jitter.

IV. JITTER MODELING AND EXTRACTION

Jitter in an I/O link can arise from a variety of sources such as
device noise, supply noise, and device mismatch [5], [8] causing
both deterministic and random errors in timing references at
the transmitter and receiver. In general, the actual TX and RX
jitter are both individually and jointly correlated. Accurately ac-
counting for TX/RX jitter with arbitrary jitter distributions and
correlation statistics is a computationally daunting task, and ne-
cessitates simplifying assumptions. The simplest of these is to
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Fig. 11. Jitter interpretation problem definition.

subtract the actual TX jitter from the RX jitter to compute the
effective sampling jitter. This however neglects the interaction
between TX jitter and the channel, which can be quite signifi-
cant for lossy channels [14], [19]. Another approach is to map
Gaussian TX and RX jitter distributions to an equivalent voltage
noise that degrades the receiver sensitivity [8]. Besides being re-
stricted to Gaussian jitter, this approach assumes that noise due
to jitter is uncorrelated with the transmit data sequence. Below,
we propose a method that combines the advantages of behav-
ioral and statistical approaches to handle jitter more accurately.
In the context of I/O clocking, behavioral modeling approaches
are useful for several reasons: 1) a wide variety of clocking
topologies and clock recovery methods can be modeled; 2) the
complex interactions between various clocking components can
be extracted; and 3) the colored (nonwhite) nature of most jitter
sources can be comprehended. However, due to their compu-
tational complexity, they can only predict . By
appropriately using the results from a behavioral simulation to
parameterize the necessarily simpler model assumed for statis-
tical analysis, behavioral model results can be extrapolated to
the lower BERs of needed for I/O links. The statistical
analysis detailed in Section III assumed that the actual corre-
lated TX/RX jitter in the link can be mapped to a model with
two jitter components: white TX jitter that modulates the ISI
distribution (in Section III-A) and RX sampling jitter that deter-
mines the RX sampling aperture (in Section III-C). The uncor-
related (white) nature of TX jitter allows the various segment
transition PDFs to be combined in a computationally efficient
way using the approach shown in Fig. 7. In this section, we de-
scribe a method to postprocess the actual TX/RX jitter to derive
jitter parameters that can be used in the analysis of Section III.
In the following discussion, we will refer to the latter as inter-
preted TX/RX jitter to distinguish them from the actual TX/RX
jitter.

Jitter PDFs are commonly modeled using the dual Dirac
normal distribution as mentioned in Section II. The required

jitter interpretation can be formulated as a parameter estimation
problem, where the parameters to be estimated are the dual
Dirac distribution parameters of the interpreted TX/RX jitter.
To frame the problem, we note that though jitter is noise in the
time domain, it can be converted into equivalent voltage noise
[5], [8], [14]. Thus, the jitter interpretation problem can be
defined in terms of the voltage noise induced by TX/RX jitter
as shown in Fig. 11. The sequence in Fig. 11 is noise due
to the actual TX/RX jitter, while is the noise sequence due
to the interpreted jitter. We would like to find parameters of
the interpreted TX/RX jitter model assumed in Section III so
that the two sequences and in Fig. 11 are statistically
similar. The voltage noise distribution due to the actual TX/RX
jitter ( ) can be obtained by a behavioral simulation that in-
cludes models of TX/RX clocking circuits with all the relevant
noise sources (see Fig. 12 for an example). In Appendix I, we
describe a systematic way to compute the parameters that best
fit the observed distribution of noise caused by jitter, obtained
from such a simulation. A second-order model (an extension of
the model in [8]) is used to convert jitter into equivalent voltage
noise and compute its distribution. Together with second order
correlation statistics of the actual noise caused by jitter, this
can be used to estimate the dual Dirac model parameters for
interpreted TX/RX jitter. An example of the result of this
process applied to the clock topology of Fig. 12 is shown in
Fig. 13. Fig. 12 shows the clock path in a forwarded clock
link with various components such as the TX PLL, RX DLL,
and clock distribution buffers whose characteristics determine
TX/RX jitter. Behavioral models for these individual blocks
can be used in a time/phase-step simulation to extract (actual)
jitter in TX data clock and RX sampling clock in Fig. 12. An
example of such a model for a clock buffer chain is shown in
the insert in Fig. 12. This model includes deterministic and
random noise sources in the buffer that add to its input jitter and
also a transfer function (in terms of a jitter impulse response
[19]) that filters it. Fig. 13(a) shows the actual TX/RX jitter
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Fig. 12. Clock topology in a forwarded clock link showing the main components in TX, RX clock paths. The insert shows a behavioral model of a buffer chain.

Fig. 13. Example showing the result of jitter interpretation. The dots represent simulation data while the solid line is the distribution using interpreted TX and
RX jitter parameters.

sequence obtained from a behavioral phase step simulation of
the clock topology in Fig. 12 for a backplane link operating at
8 Gb/s. Note that the receiver tracks and rejects much of the
low frequency TX jitter (while adding some jitter due to active
circuits in the RX clock path). The distribution of the voltage
noise resulting from the actual TX/RX jitter (the sequence

in Fig. 11) is shown by the dots in Fig. 13(b). Despite the
highly correlated nature of the actual TX/RX jitter, the noise

distribution obtained using the interpreted jitter parameters
(distribution of sequence in Fig. 11 obtained using the
approach in Appendix I), overlaid on the same graph, shows a
good fit to the simulated data. The jitter interpretation process
described here can be used to extract effective TX/RX jitter
parameters from behavioral models of arbitrary clock topolo-
gies, enabling CDR performance comparison and sensitivity
analysis.
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Fig. 14. Channel responses of two backplane topologies.

TABLE I
ASSUMPTIONS FOR BACKPLANE CHANNEL ANALYSIS

V. EXAMPLES

The link modeling and analysis techniques described so far
can be applied to resolve a variety of issues that arise in the
design and optimization of a high-speed link. In this section,
we provide two examples to highlight the utility of link analysis
tools. The first example considers two topologies of the common
backplane channel and compares them in terms of achievable
data rates for several equalization architectures [7]. The second
example shows how statistical link analysis can help in link
power optimization.

A. Backplane Channel Design

Backplanes used in current high-capacity routers, switches
and blade server systems need to be designed to support
multi-Gb/s data rates. Suppose we want to compare the per-
formance of two backplane (BP) topologies in terms of their
achievable data rates for various equalization architectures.

The two BPs are identical except for the length of their via
stubs (Fig. 14): one has a 5 mm BP via stub at each connector
location while the via stubs in the other BP are limited to

mm by backdrilling the connector vias. Fig. 14 shows that
the two channels can have significantly different frequency
responses due to the difference in via stubs. The effect of the
via stubs on achievable bandwidth can be quantified using a
statistical link analysis based on the jitter/noise assumptions
listed in Table I. For various equalization schemes listed in
the table, the link performance is quantified in terms of the
maximum achievable data rate (MADR) for a target BER of

. Fig. 15 demonstrates that simple drilling of the BP vias
significantly improves the MADR regardless of equalization
complexity: an improvement in bandwidth close to 2 can
be obtained with 4 taps of DFE and 4 taps pre-emphasis.
Alternatively, backdrilling enables a given bandwidth with sig-
nificantly lower equalization complexity. For example, 12 Gb/s
over a non-backdrilled channel requires 4-tap pre-emphasis
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Fig. 15. Effect of BP via stubs on MADR.

Fig. 16. Transceiver power optimization at 15 Gb/s over single-board channel
[15].

and 16-tap DFE, while a simple 2-tap pre-emphasis solution is
adequate in the backdrilled case. Thus, backdrilling can result
in a significantly lower power, area, complexity and risk. For
more details on cost analysis, see [7].

B. Power Optimization

I/O power is becoming a significant portion of the total
power in many digital systems. Minimizing I/O power involves
co-optimizing several link components such as output driver,
receiver front-end, clocking circuits, and the channel [15]. If
the clocking power is amortized across several lanes, the link
power is dominated by power consumed in the driver ( )
and receiver front-end ( ). and are related, since
a more sensitive receiver allows the reduction of TX signal
swing (and hence ) at the cost of (required to achieve
the improved sensitivity). Statistical link analysis can help to
jointly optimize and to deliver a certain bandwidth
over a given channel. An example of this power tradeoff for
15 Gb/s data transfer over a chip-to-chip interconnect in a single
board (similar to that described in [15]) is shown in Fig. 16. For
each RXFE sensitivity setting, the minimum TX signal swing

required to achieve a is determined using the
statistical signaling analysis techniques described in Section III
and the timing noise assumptions shown in Fig. 16. The RXFE
power required for each sensitivity value is estimated assuming
an inverse quadratic relationship between sensitivity and power
(using the measured RXFE power of 4 mW for 1 mV-rms noise
from [15] as a reference). The results of Fig. 16 show that
suboptimal receiver designs (whose sensitivities fall outside
1–2 mV-rms in this case) can have a significant transceiver
power cost. Similar power analyses can be done with the
methods described in this paper, to optimize clocking circuits
(where again nonlinear relationship exists between jitter and
power) and the interconnect [7].

VI. CONCLUSION

With I/O data rates moving into the multi-Gb/s regime, sig-
naling analysis techniques have evolved from simple empir-
ical and worst-case analysis to a more comprehensive statis-
tical analysis. This paper presented computationally efficient
models and methods to analyze I/O link performance in the
presence of deterministic interference sources like ISI/crosstalk,
and random timing/voltage noise. Over lossy channels, there can
be significant amplification of TX jitter, which can be compre-
hended by the iterative segment-based analysis described here.
We also presented a method to combine the strengths of behav-
ioral and statistical modeling approaches to improve the accu-
racy of jitter analysis for arbitrary clocking topologies.

APPENDIX

Jitter in the transmitter and receiver can be converted to equiv-
alent voltage noise in the received samples using a Taylor’s se-
ries expansion [8]. This allows the received sample values to be
expressed as a sum of two terms

(1)

where is the sampled value in the absence of any TX/RX
jitter (but includes ISI) and is the noise induced by both TX
and RX jitter. can be expressed in the terms of the discrete-
time channel pulse response and transmit symbols

(2)

A second-order model for the equivalent voltage noise due to
jitter can be derived from a Taylor’s series approximation to be

(3)

where is the TX jitter sequence, is the RX jitter sequence,
is the sampled impulse response, is the sampled deriva-

tive of the impulse response, and is the dif-
ferential data sequence. The dual-Dirac approximation [18] al-
lows us to model the distributions of and as a combination
of bi-modal and Gaussian distributions. The jitter interpretation
problem of Section IV involves determining the parameters of
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the distributions of , that best fit the distribution of ob-
tained from a behavioral simulation as described in Section IV
(see Fig. 11). The parameter fit process can be simplified by de-
riving the relationship between second-order statistics of
and the parameters of . It can be shown [using (2), (3)] that
the cross correlation of with the ideal RX samples
is proportional to the sum of the variances of TX and RX jitter
( and , respectively). For an alternating data pattern, this
relationship is given by

(4)

Since the channel model is known, (4) can be used to estimate
the sum of the variances of interpreted TX and RX jitter. Sim-
ilarly, the variance of the interpreted TX jitter can be estimated
from the variance of using (3) and (4). Having computed
the individual variances of the and , it remains to deter-
mine how these variances are divided between the Gaussian and
bi-modal jitter distributions of the dual Dirac model. This can be
easily done using a least mean squares fit of the simulated jitter
noise distribution with that obtained analytically using (3).
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