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Abstract— From DDR3 and beyond, the fly-by has been 
widely used as it can support high data rate operations by 
providing smaller trace stubs and capacitive loadings. Even so, 
beyond a certain number of loadings, the fly-by also starts to 
have trouble in keeping up with high data rates. To 
accommodate larger loadings, either data rate needs to be 
reduced or advanced equalization techniques are required. To 
address this limitation of fly-by topology, we propose advanced 
fly-by topology routing. 
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I. INTRODUCTION 

In parallel bus interfaces like DDR, there are two routing 
topologies well known i.e., T topology and fly-by topology. 
Conventional, low-speed DDR systems distribute signals to 
multiple receivers using a topology in which those signals 
propagate to all the receivers in the system at the same time 
using T-branches. In such systems, the propagation delays 
introduce timing skew into the system, thereby limiting the 
operating frequency of the bus and impacting the 
performance of high-speed memory systems. In addition, the 
performance of these topologies is also limited by capacitive 
loading [1]. Both the flight time skew problem and the 
capacitive loading issues discussed above can be solved using 
the fly-by architecture.  

The fly-by topology routing also known as daisy chain 
topology, routes signals in a chain from single transmitter to 
multiple receivers. This methodology supports higher 
frequency operations by reducing the amount of trace stubs 
from T-topology, thus improving signal integrity. Typical 
routing topology for Gbps data rates for multi receiver 
parallel bus interfaces has been fly-by routing for multiple 
signal integrity reasons. Fly-by topology incurs less 
simultaneous switching noise and reduces the number via 
stubs. Because the arrival times of the signals at the receiver 
are distributed in time, the time at which the signals encounter 
the input capacitance of each of the receivers is similarly 
distributed, thus reducing the capacitive loading issues 
discussed above. The reduced capacitive loading enhances 
the signal integrity and enables higher data rate signaling [2]. 
Fly-by architectures enable subsystems that require 
operational data rates that are significantly greater than those 
achievable with conventional approaches. Using fly-by 
architectures allows designers to relax PCB trace length 
requirements allowing much simpler and more compact 
memory sub-system layouts. In addition, fly-by architectures 

provide system benefits by enabling DDR systems to operate 
with GHz data rates. This superior DDR system performance 
results in improved performance in desktops, notebooks, 
enterprise servers and storage, HDTVs, gaming systems, and 
handheld portable devices for end users. 

If we increase the number of receivers connected to single 
transmitter, beyond certain number, fly-by routing also starts 
having trouble in keeping up with high data rates seen in 
DDR5 interface i.e., meeting setup and hold requirements of 
each of receivers [3]. To accommodate higher number of 
receivers, data rate needs to be reduced or better equalization 
schemes at receiver needs to be implemented to meet 
minimum eye requirement. To address this limitation of fly-
by topology, we propose advanced fly-by topology routing. 
Advanced fly-by routing topology can double the number of 
receivers as compared to fly-by with same data rate for Gbps 
speed DDR5 interface or improve eye with same higher 
loading conditions without need for better equalization 
schemes at receivers. Simulation results comparing fly-by and 
advance fly-by topology with clock and data patterns will be 
discussed. 

 
 
Fig. 1. Conventional fly-by topology vs proposed advanced fly-by 
topology 
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II. TIME-DOMAIN SIGNAL INTEGRITY ANALYSIS 

A. Description of channel designs 

The PCB (printed circuit board) channel designs used in 
the analysis are shown in Fig. 1 with 10 loadings per channel. 
In the conventional fly-by topology, the transmitter output 
signal travels a short microstrip line trace on the top layer for 
breaking out from package BGAs and then a strip-line on       
M-2 layer, where M stands for the total number of the layers 
of PCB. The stripline trace daisy-chains 5 loading sections, 
each with two receivers one on the top and the other on the 
bottom layer of PCB. We observed the signal integrity at the 
last receiver on the top layer since it showed the worst 
performance for its longest trace and via lengths.  

In the advanced fly-by topology, after the first break-out 
trace, the routing branches off to two strip-line traces. The 
trace is designed on M-2 layer daisy-chaining 5 receivers on 
the top layer and the other trace is designed on 3rd layer daisy-
chaining 5 receivers on the bottom layer. We observed the 
signal integrity at the last receiver on the top layer since it 
showed the worst performance for its longest trace. The last 
receivers on the top and the bottom showed similar 
performance as the layers on which traces are designed are 
symmetric to each other. All transmission lines are designed 
with 50 ohms characteristic impedance. For both topologies, 
the last two receivers are VDD-terminated to 80 ohms as 
default setup.   

B. Experiment with clock pattern at 4.4 Gbps 

The transmitter outputs clock pattern with 4.4 Gbps data 
rate. Fig. 2 (a) and (b) show the waveforms at the last receiver 
input with conventional fly-by topology and the proposed 
topology, respectively, both having the default 10 loadings 
and 80-ohm VDD-termination at the last 2 receivers. The 
signal swing at the receiver input on the proposed topology is 
twice and its arrival time is early by approximately 130 ps 
compared to that on the conventional indicating that the 
effective loading is smaller.  

Fig. 2 (c) shows the waveform at the last receiver input 
with conventional fly-by topology with 5 receivers. The 
VDD-termination at the last receiver is 40-ohm, designed half 
of the default, for analysis in the same DC swing condition. 
The swing and arrival time of Fig. 2 (b) and (c) are similar 
indicating that the effective number of loadings with the 
proposed routing topology is 5, half of the actual number.  

C. Experiment with data pattern at 3.6 Gbps 

The transmitter outputs data pattern with 3.6 Gbps data 
rate. Infinite non-repeating data pattern was assumed for 1E-
16 very low bit error rate (BER) simulation. Fig. 3 (a) and (b) 
show eye diagram at the last receiver input with conventional 
fly-by topology and the proposed topology, respectively, both 
having the default 10 loadings and 80-ohm VDD-termination 
at the last 2 receivers. Unlike the clock pattern result, the 
proposed routing topology show similar or worse eye margin 
compared to the conventional because it produces more 
reflection noise. The low frequency components in the data 
reflected at the receivers propagate to the receiver’s daisy-
chained by the trace on the other layer, and therefore the 
accumulated reflection noise becomes larger due to the longer 
stub length. Therefore, for broadband data transmission, 
terminating the channel that reduces reflection becomes 
important.  

Fig. 3 (c) shows eye diagram at the last receiver input with 
the proposed topology having 10 loadings and 50-ohm VDD-
termination at the last 2 receivers. Despite the reduced DC 
swing due to the stronger termination, eye margin is larger 
because low frequency reflection noise is reduced by the 
termination matched to the channel impedance and high 
frequency signal arrived at the receiver is larger as the 
effective loading is smaller. The conventional fly-by having 
10 loadings and 50-ohm VDD-termination at the last 2 
receivers showed the worst eye margin. This is because of 
small DC swing due to stronger termination and large 
reflection noise. The effective termination seen is 25-ohm as 
the top and the bottom DRAMs are close to each other.   

D. Experiment with data pattern at 2.4 Gbps 

The transmitter outputs data pattern a 2.4 Gbps data rate. 
Infinite non-repeating data pattern was assumed for 1E-16 

 
Fig. 2. Waveforms at the last receiver input of (a) the conventional fly-
by and (b) the advanced fly-by with 10 loadings and 80-ohm 
termination at the last two receivers, and (c) the conventional fly-by 
with 5 loadings and 40-ohm termination at the last receiver. 
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very low BER simulation. Fig. 4 (a) and (b) show the 
waveforms at the last receiver input with conventional fly-by 
topology with 80-ohm VDD-termination at the last two 
receivers and the proposed topology, with 50-ohm 
respectively, both having 10 loadings. At 2.4 Gbps, the 
proposed topology shows smaller eye margin compared to the 
conventional even with the termination matched to the trace 
impedance unlike at the result at 3.6 Gbps. At low data rates, 
the high frequency signal loss due to the loading is less 
significant. Therefore, the conventional fly-by topology 
allows large DC margin and shorter stubs is preferred even 
though the effective loading is large. The conventional fly-by 
having 10 loadings and 50-ohm VDD-termination at the last 2 
receivers showed the worst eye margin. This is because of 
small DC swing and large reflection noise as explained in the 
previous section.  

III. CONCLUSION 

In this paper, we addressed the limitation of conventional 
fly-by routing topology and proposed advanced fly-by that can 
double the number of receivers as compared to fly-by with 
same data rate for Gbps speed DDR5 interface or improve eye 
with same higher loading conditions. We discussed signal 
integrity of the proposed topology by comparing time domain 
simulation results with clock and data patterns. The proposed 
topology can improve signal integrity at high data rates by 
reducing the effective loadings but only under the condition of 
proper termination that gives good impedance matching to 
transmission lines. In addition, at low data rates, the 
conventional fly-by is preferred because the high frequency 
signal loss due to the loading is less significant. 
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Fig. 3. 3.6 Gbps eye diagram at the last receiver input of (a) the 
conventional fly-by and (b) the advanced fly-by with 10 loadings and 
80-ohm termination at the last two receivers, and (c) the advanced fly-
by with 10 loadings and 50-ohm termination at the last two receivers. 

 
Fig. 4. 2.4 Gbps eye diagram at the last receiver input of (a) the 
conventional fly-by and (b) the advanced fly-by with 10 loadings and 
50-ohm termination at the last two receivers. 
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Abstract— In high-speed SerDes channels, it becomes more 

important to reduce impedance mismatches to minimize signal 

return. Most of the mismatches are due to the differential via on 

PCB which is essential component to make up the PCIe Gen 5 

system, and this mismatch should be reduced for the high-speed 

signal quality. To effectively minimize the mismatch, this paper 

presents an equation based TDR estimation model of the 

differential via, and the model is verified to commercial model of 

the coupled transmission line. And this paper also proposes a 

method for optimizing the design parameters of the differential 

via by applying a reward based on TDR impedance to PSO 

algorithm. The optimization procedure is then applied to one of 

the actual PCB designs to verify the optimized design parameters. 
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I. INTRODUCTION 

For SerDes (Serializer/Deserializer), its data rate has been 
going up with their generation, and especially PCIe Gen5 have 
to reach their speed up to NRZ (Non-Return Zero) 32 Gbps. 
To achieve this speed, the interconnection channel is required 
to guarantee their bandwidth at least fundamental frequency, 
16 GHz, and even more up to 3rd, 5th harmonics of the 
fundamental. In this situation, when it comes to the return loss, 
there is no other equalization techniques, so technical 
approach to reduce the signal return has become more 
important. And the most of the return loss is caused by the 
impedance discontinuity at the differential via on PCB which 
is essential component to make up the PCIe Gen5 system. In 
these days, discontinuity at the via is considered one of the 
main factors for the low signal quality in high-speed, and 
efforts to reduce this discontinuity are being continued [1-2]. 

In an effort to reduce discontinuity at differential via, some 
optimization methods were studied in previous studies. In [3], 
the optimization was performed through analysis of design 
parameters of via such as stub resonance and anti-pad size 
effect, and in [4-6], statistical techniques, Taguchi’s method 
and analysis of variation were used respectively. These 
approaches focused on reducing the simulation cases, since 
they need 3D electromagnetic (EM) simulation based on 3D 
modeling (e.g. HFSS). And it takes long time to get S-
parameter results for the complicate structure such as the case 
of differential via which has many parameters to be designed. 

This paper presents an equation based estimation of TDR 
(Time Domain Reflectometry) characteristics for the 
differential via to overcome this time-consuming problem. In 
addition, since differential via has many parameters to be 
tuned, making it difficult to calculate all results, the PSO 
(Particle Swarm Optimization) algorithm is selected and a 
reward model based on TDR impedance is suggested. And 
then, the suggested procedure is applied to one of the actual 
PCB designs to verify the effect of the optimized design 
parameters by comparing its TDR, S-parameters and BER (Bit 
Error Rate) contour at 1E-12. 

II. MODELING AND OPTIMIZATION OF DIFFERENTIAL VIA 

A. Equation based TDR Modeling for the Differential Via 

A single via structure has similar to the coaxial structure, 
and the differential via can be considered as twin-rod. 
Through the capacitance and inductance characteristics of 
twin-rod, the impedance of the differential via Zvia and the 
effective dielectric constant DKeff can be derived as defined in 
[7]. But, like in [7], because it is not in common that the 
horizontal length t and the vertical length w of via have 
different value each other, t and w can be considered as the 
same value equals to 2r. In this condition, the equation about 
Zvia and DKeff can be simplified as follows: 

𝑍𝑣𝑖𝑎 ≅
60

√𝐷𝑘𝑒𝑓𝑓
× √ln(

𝑠

2𝑟
+ √(

𝑠

2𝑟
)
2

− 1) × ln (
𝑊+𝑏

4𝑟
)  (1) 

𝐷𝑘𝑒𝑓𝑓 = 𝐷𝑘𝑎𝑣𝑔 ×
ln(

𝑠

2𝑟
+√(

𝑠

2𝑟
)
2
−1)

ln(
𝑊+𝑏

4𝑟
)

       (2) 

 

where s is via-to-via pitch, r is radius of via barrel equals to 
the drill diameter and DKavg is (Dkxy + Dkz)/2 [7] as shown in 
Fig. 1(a). If the via pitch s is smaller than the anti-pad size W, 
there exists overlapped anti-pad area between the via as shown 
in Fig. 1(b). To consider this case, the horizontal length of 
anti-pad, b, was divided into the following two cases: 

𝑏 = {    
𝑊,      𝑆 > 𝑊

𝑆

2
+

𝑊

2
,      𝑆 ≤ 𝑊

.   (3) 

 

Fig. 1. Dimension of differential via on top view : (a) completely separated 

anti-pad case, and (b) overlapped anti-pad case. 

Also, in a symmetric transmission line case, the mixed-
mode S-parameters can be found in [8]: 

[

𝑆𝑑1𝑑1 𝑆𝑑1𝑑2 𝑆𝑑1𝑐1 𝑆𝑑1𝑐2
𝑆𝑑2𝑑1 𝑆𝑑2𝑑2 𝑆𝑑2𝑐1 𝑆𝑑2𝑐2
𝑆𝑐1𝑑1 𝑆𝑐1𝑑2 𝑆𝑐1𝑐1 𝑆𝑐1𝑐2
𝑆𝑐2𝑑1 𝑆𝑐2𝑑2 𝑆𝑐2𝑐1 𝑆𝑐2𝑐2

] = [

𝑃𝑜 𝑄𝑜 0 0
Qo 𝑃𝑜 0 0
0 0 𝑃𝑒 Qe

0 0 𝑄𝑒 𝑃𝑒

]    (4) 

𝑃𝑒(𝑜) =
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2 −𝑍0
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2 +𝑍0
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            (4a) 
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The propagation constant γ is a complex number and it has 
attenuation coefficient (α) and phase delay coefficient (β). The 
former is associated with signal loss, which is set to almost 
zero in this paper, and the latter is associated with angular 
velocity which is the same as the speed of light over square 
root of the effective dielectric constant. 

  

Fig. 2. (a) Side view of differential via implemented in the multi-layer PCB. 

(b) Four-port network connection for TDR estimation of the differential via. 

In multi-layer PCB, the differential via has usually 8 
design parameters such as center to center via pitch s, break-
in pad radius Rpad, break-in pad anti-pad size Wpad, via radius 
Rvia, via anti-pad size Wvia, break-out pad radius Rpout, break-
out pad anti-pad size Wpout, and stub anti-pad size Wstub as 
depicted in Fig. 2(a). If the signal is assumed to propagates 
from top to fifth layer, the lower side of conductor could be 
modeled as stub as shown lower side of Fig. 2(b). To get a 
total characteristics of the differential via, each mixed mode 
S-parameters was converted to standard S-parameters by using 
M matrix in [8], and connected properly using cascading 
formula in [9]. At the both end side of the via, the ideal 
transmission lines were connected to include discontinuity at 
t = 0 and t = TD, and, in this paper, the delay and single-ended 
target characteristic impedance were selected as 0.5 ns, and 
42.5 Ω respectively. By converting the connected standard S-
parameters to the mixed mode again, total via network for the 
differential mode was simplified into two ports. Then the TDR 
impedance can be easily derived from Inverse Fourier 
Transform of Sd1d1, denoted as vr, and input source vs in time-
domain as follow: 

 

𝑍𝑇𝐷𝑅 = 𝑍0,𝑑 ×
𝑣𝑟

𝑣𝑠−𝑣𝑟
                           (5) 

 

where Z0,d is the differential mode reference impedance and 
100 Ω is used in this paper.  

 

B. Validation of the Coupled Transmission Line Model 

The accuracy of the Zvia and DKeff was well proven in [7] 
based on ADS simulations. In this paper, because we did not 
select ADS tool but the equation based model, only the 
accuracy of the S-parameter for the coupled transmission line 
was compared to that of ADS CLINP. The input parameters 
of CLINP are as follows; odd mode impedance is 25 Ω, length 
is 100 mm, odd mode dielectric coefficient is 6.15 and odd 
mode attenuation coefficient is 0.0001 dB/mm. The 
differential mode insertion loss and return loss from the 
equation based model and ADS CLINP show good correlation 
for the same parameters until 20 GHz as shown in Fig. 3. 

 

Fig. 3. Comparison in the mixed mode insertion loss SD2D1 (left), and return 

loss SD1D1 (right) between the proposed equation based model with the 

coupled transmission line model of ADS. 

C. Hyper Parameters and Reward Modeling for PSO 

PSO algorithm is a widely-used optimization algorithm 
and it has iteration process [7]. For a given value of iteration, 
each time the local best pbest and global best gbest are 
calculated and updated through (6) and (7), and the final gbest 
value gives the optimized values. In the process, hyper 
parameters such as pop_size (particle size), wmin, wmax (inertia 
factors), c1 (self confidence) and c2 (swarm confidence) are 
needed. In this paper, the values were considered as 50, 1.0, 
1.5, 0.2 and 0.6 respectively. Experimentally, most of pbest 
and gbest were converged within 20 iterations. 

 

𝑣𝑖
𝑘+1 = 𝑤𝑣𝑖

𝑘 +
𝑐1𝑅(𝑝𝑏𝑒𝑠𝑡𝑖−𝑠𝑖

𝑘)

Δ𝑡
+

𝑐2𝑅(𝑔𝑏𝑒𝑠𝑡𝑖−𝑠𝑖
𝑘)

Δ𝑡
              (6) 

𝑠𝑖
𝑘+1 = 𝑠𝑖

𝑘 + 𝑣𝑖
𝑘+1Δ𝑡                        (7) 

where 

𝑤 =
𝑡𝑜𝑡𝑎𝑙 𝑒𝑝𝑜𝑐ℎ−𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑒𝑝𝑜𝑐ℎ

𝑡𝑜𝑡𝑎𝑙 𝑒𝑝𝑜𝑐ℎ
× (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛) + 𝑤𝑚𝑖𝑛; 

 

R is a random value, v and s indicate the velocity and the 
location of each particle respectively. 

 

 

Fig. 4. Reward parameters in TDR impedance waveform. 

 

Fig. 4 shows the parameters for the reward in the TDR 
impedance of a differential via. The reward consists of 
positive reward and negative reward denoted as Rpositive and 
Rnegative respectively. The positive reward becomes larger than 
1 if the TDR peak-to-peak smaller than impedance criteria 
(gray colored area). To distinguish a case that absolute value 
of TDR impedance is out of the criteria, the negative reward 
was defined and given. Total reward is represented as follow: 

 

𝑅𝑒𝑤𝑎 𝑑 = 𝑅𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 − 𝑅𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒           (8) 

where 

𝑅𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 =
𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 𝑜𝑓 𝑇𝐷𝑅 𝑍

𝑝𝑒𝑎𝑘−𝑡𝑜−𝑝𝑒𝑎𝑘 𝑜𝑓 𝑇𝐷𝑅 𝑍
 ;               

𝑅𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 =
𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑠𝑖𝑔𝑛𝑎𝑙 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑜𝑢𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎

 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑠𝑖𝑔𝑛𝑎𝑙
.  

     
  (a)                                                  (b) 
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III. SIMULATION RESULTS 

The differential via optimization was applied to one of 
PCIe Gen5 PCB design in which channel has two transition 
points by via. Table I shows normalized values of each design 
parameters of differential via comparing typical design 
parameters with optimized design parameters. In Fig. 5(a), as 
calculation of TDR using proposed method in the previous 
section, the peak of impedance of before and after 
optimization are 107 Ω and 85 Ω, and it could be confirm that 
the level of those results were quite similar to that of via in 
whole channel simulation from HFSS, as shown Fig. 5(b).  

 

TABLE I.  NORMALIZED DESIGN PARAMETERS 

Design 

Parameters 
Description 

Original 

values 

Optimized 

values 

s Center to center via pitch 1.00 0.50 

Rpad Radius of break-in Pad 1.00 0.64 

Wpad Anti-pad size of break-in pad 1.00 0.61 

Rvia Radius of via 1.00 1.13 

Wvia Anti-pad size of via 1.00 1.50 

Rpout Radius of break-out pad 1.00 0.50 

Wpout Anti-pad size of break-out pad 1.00 1.34 

Wstub Anti-pad size of via stub 1.00 1.50 

 

 

Fig. 5. TDR impedance comparison between the optimized via design PCB  

with the original design : (a) differential mode for single-ended four-port 
network of differntial via desctribed in Fig. 2(b), and (b) design parameter 

applied and analyzed for whole channel with HFSS. 

 

  

Fig. 6. Comparison with an original design (red) to a via optimized design 
(blue) PCB in S-parameter (a) insertion loss and (b) return loss. And BER 

contour at 1E-12 of 32 Gbps speed simulation in (c) typical design, and (d) 

via optimized design. 

Fig. 6(a) and (b) show the insertion loss and the return loss 
of the typical and optimized differential via system, and in the 
optimized case, those two parameters were improved from 
2.66 dB to 1.43 dB, and from 8.4 dB to 10.5 dB at 16 GHz 
respectively. Also, as depicted in Fig. 6(c) and (d), the eye 
height and width of BER 1E-12 contour for 32 Gbps speed 
without equalizer were improved from 11 mV to 81 mV and 
from 4.38 ps to 12.19 ps, respectively. 

IV. CONCLUSION 

In high speed SerDes channels, it has become more 
important to reduce signal return, and one of the main cause 
of the signal return is the impedance mismatch of the 
differential via on PCB. To minimize this mismatch, the 
design parameters should be optimized, but the previous 
studies used 3D EM modeling have had disadvantages to take 
time to optimize complicate structure of via. In this paper, the 
equation based TDR estimation model of the differential via 
was suggested and the PSO algorithm based on the rewards 
defined from the TDR impedance was selected to the 
optimization method. Then the suggested method was applied 
to the differential via on PCIe Gen5 PCB and 8 design 
parameters were optimized. As a result, the optimized results 
showed good improvement in signal quality. In the future, the 
measurement results will be confirmed by PCB fabrication. 
Since it is important to consider the effects caused by not only 
signal via but ground via, further research considering the 
ground via effects is also planned to be conducted later. 
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Abstract—Coupling in dense via pinfields is known as a major
contributor to crosstalk. In this work we present and verify a
novel wiring strategy for links with a symmetrical pinfield-to-
pinfield topology that reduces crosstalk significantly and requires
no extra shielding vias. By twisting the orientation of the p and
n wires of the differential stripline pair, a cancellation of the
crosstalk between the differential via pairs is achieved. It can
be implemented without any additional space requirements. The
proposed design is fabricated and the crosstalk is measured with
a vector network analyzer. It is shown that small changes in the
orientation of the wiring in the pinfield region can reduce far-end
crosstalk significantly.

Index Terms—Via, Crosstalk, Cancellation

I. INTRODUCTION

The data rates of high-speed signals are increasing further,
while, simultaneously, the density of the wired traces on a
printed circuit board (PCB) becomes larger as well. This
requires a lot of effort from designers to ensure adequate signal
integrity margins and reliable connections on PCBs. Crosstalk
is one of the main disturbances that impact signaling on a
PCB. It causes significant signal deteriorations and is one of
the major noise sources. Especially channels using PAM4 are
susceptible to noise [1].
Vias and via pinfields are major contributors to crosstalk. To
prevent high crosstalk, either the distance between aggressor
and victim needs to be large or a sufficient number of shielding
vias need to be added. Both solutions require additional space
on the PCB, hence reducing the IO density in the pinfield. If
this is not possible due to spacing constraints, changes to the
layout of the pinfield can make a large impact on the crosstalk
behavior. It has been shown in [2]–[5] that it is possible to
reduce or cancel out part of the crosstalk .
We propose a novel design of the wiring in the pinfield area
where far-end crosstalk (FEXT) can be reduced or canceled out
completely. In principle, differential via crosstalk can happen
in two polarities as illustrated in Fig. 1. Links that consist of
a symmetrical ball grid array (BGA-to-BGA) topology, where
the via coupling occurs twice along the line (as seen in Fig. 2),
can take advantage of this effect. It is based on the observation
that the orientation of the p and n wires of a differential pair
can change the sign of the coupled crosstalk pulse. Depending
on the coupling polarity and wiring distance between the
two BGAs, the FEXT pulses from both via fields can either
add up or cancel out each other. By carefully designing the

+

p

p
n

n

Aggr.

Victim

t1 t2

FEXT (mV)

t

p
n

p

n
Aggr.

Victim

Fig. 1. Two examples of via coupling with different polarities of the crosstalk
pulse. By shifting the order of the p and n wires, the FEXT pulses from both
via pairs can either add up or cancel out each other.

Chip A Chip BBGA

Board

Via Stripline

Fig. 2. Example of a BGA-to-BGA link. Two chips are connected with via
BGAs and a PCB.

fanout and wiring length, it is possible to minimize the FEXT
contributions from vias with no additional space requirement.
Two test vehicles with two pinfield layouts were fabricated,
one without any cancellation effect and one with the crosstalk
cancellation effect. The S-parameters of both structures were
measured with a vector network analyzer (VNA). We show
that the cancellation structure leads to a significant reduction
of crosstalk.

II. FAR-END CROSSTALK CANCELLATION EFFECT

The effect of crosstalk cancellation is well-known and
widely used in e.g. twisted wires and conductors [6]. Efforts
exist to apply it on the PCB wires, for example, in [4]. Here,
we present its application on differential vias.
Unlike single-ended vias, the polarity of differential via cou-
pling can be manipulated by swapping the position of the
p and n vias and their associated wiring. This is usually
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Victim

Aggr.
GND
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Fig. 3. PCB test vehicle with two different implementations of the right
pinfield. The grey striplines are positioned in the top signal layer and used
to connect to the coaxial ports. The via pitch is 1.5 mm and the distance
d between the pinfields is 30.46 mm. (a) Complete model. (b) Test vehicle
without cancellation effect (TV1). (c) Test vehicle with cancellation effect
(TV2). Only the striplines in the lowest layer are shown in (b) and (c).

disregarded in a link simulation since the crosstalk phase is
mostly considered random. However, certain link topology,
e.g. a BGA-to-BGA communication link shown in Fig. 2,
consists of two via coupling locations. In this type of setup,
it is possible to manipulate the polarities of the two coupling
instances to enable their cancellation.
As shown in Fig. 1, there are two possible fanout wiring
orientations associated with the differential via that results
in opposite coupling polarity. The cancellation effect is a
result of superposition of the two via crosstalk instances
with controlled timing. This can be achieved by twisting the
orientation of the p and n wires of a differential via pair with
attached striplines. The coupling between two differential pairs
is continuous along the entire length of the pairs and the total
FEXT at victim is the net results of all couplings along the
line. By twisting parts of the victim pair, i.e. escaping the
via in opposite direction, the polarity of the crosstalk pulse is
reversed. Ideally, if it happens at the same time, the crosstalk
cancels exactly and will not appear at the victim. This requires
the distance between the two via couplings of the victim and
aggressor lines to be identical. Furthermore, the attenuation
along the line will impact the cancellation.
An illustration of the effect is shown in Fig. 1. In both
structures the differential via pairs have the same orientation.
The striplines however are launched in opposite directions. At
t1 the coupling occurs between the two differential via pairs.
Since their orientation is the same the direction of the pulse is
identical for both structures. Assuming aggressor and victim
stripline are of equal length, the induced crosstalk pulse on

Stripline (first sig. layer)

Backdrilled
via

Stripline
(last sig. layer)

Via

Coax

Fig. 4. Position of striplines in cross-section. The via diameter is 12mil. GND
planes and the other signal layers are not shown.

the aggressor line and the actual signal pulse on the victim
line arrive at the second via pairs at the same time t2. At t2
the coupling of the second via pairs is added to the FEXT
that propagated from the first via pair. The direction of this
second coupling depends on the orientation of the p and n
wires. If the pulses have opposite directions it will lead to the
cancellation of the FEXT at the receiver.

III. LAYOUT

To investigate the previously discussed cancellation effect,
two test structures were developed and fabricated on a PCB.
The fabricated structure uses a cross-section with 6 signal
layers. The cross-section is made of standard FR4 layers
and ultra low loss layers, where the signal traces are placed.
One complete structure is shown in Fig. 3. Each structure is
composed of two pinfields that are connected with differential
striplines. They are located in the lowest signal layer (see
Fig. 4). Each differential signal via inside the pinfield is
connected with another differential line segment on the top
signal layer. They lead to single-ended ports for measurements
(not shown in Fig. 3). Each structure includes one victim
and two far-end aggressors. The left pinfield of the model is
identical for both structures. The layout of the right pinfield is
different, in order to investigate the cancellation effect. These
two variations are shown in Fig. 3. In TV2 (see Fig. 3 (c)) the
order of p and n for port 4 is swapped, which should lead to
a smaller FEXT in structure 2 compared to TV1. The FEXT
is measured for victim port 4 and aggressors 1 and 5.

IV. MEASUREMENT RESULTS

The two structures that were introduced previously were
fabricated on a PCB. The FEXT S-parameters were measured
up to 40 GHz with a VNA. TV1 uses the routing shown in
Fig. 3 (b) without cancellation and TV2 uses the pinfield
with cancellation (Fig. 3 (c)). Since only 4-port measurement
equipment was available, the unused ports were terminated
with 50Ω resistors to avoid reflections from unterminated
ports. A picture of the fabricated structure with attached
resistors is shown in Fig. 5.
Fig. 6 shows the differential FEXT for TV1 and TV2 with two
different aggressors, port 1 and 5. The victim in both cases is
port 4. For aggressor 1 in Fig. 6 (a), the crosstalk is indeed
considerably smaller for TV2. For aggressor 5, the crosstalk in
TV2 is smaller up to 25 GHz, at higher frequencies however,
it is higher than for TV1. This could be due to coupling in
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Fig. 5. Fabricated PCB structure with test vehicle 1(TV1) on the left and test
vehicle 2 (TV2) on the right. 4 connectors are attached. The other ports are
terminated with 50Ω resistors.

(a)

(b)

Fig. 6. S-parameters of aggressors 1 and 5 for both test vehicles. (a) Sd4d5.
(b) Sd4d1.

the stripline area as well as second order effects. This is only
relevant if the Nyquist frequency of the data rate is in this
frequency region or higher.
The crosstalk can also be observed in time domain similar to
a TDR (time domain reflectometry) analysis. Fig. 7 shows
the step responses of the FEXT for an excitation with a
15 ps rise time. A waveform with this rise time would have a
bitrate of 13.33 Gbps if the bitrate is 20% of the unit interval.
As discussed in Sec. II, under ideal timing conditions the
contributions of the coupling inside the via arrays cancel
out and reduce the crosstalk to almost zero. TV1 shows a
significantly higher FEXT pulse for both aggressors, whereas
the crosstalk for TV2 is very small. The peak of Sd4d5 is at
18.99 mV for TV1 and 1.86 mV for TV2, respectively. For
Sd4d1 the peaks are at 12.04 mV for TV1 and 1.12 mV for
TV2, respectively.
It can also be observed that the crosstalk of TV2 is not driven
to zero. The remaining crosstalk is mainly due to stripline
coupling in the pin area, that is significantly lower in its
contribution to the total FEXT compared to via coupling.

(a)

(b)

Fig. 7. Crosstalk pulses in time domain of Sd4d5 and Sd4d1 for both test
vehicles. The exciting step has a rise time of 15 ps. (a) Step response of
aggressor 5. (b) Step response of aggressor 1.

V. CONCLUSION

We introduce a cancellation effect for differential FEXT
applicable to via crosstalk in a BGA-to-BGA configuration
and show that with no additional space requirement the
cancellation effect can be implemented into a PCB design.
The effectiveness of the cancellation scheme is validated with
measurements. In the future, the impact of the routing length
will be investigated.

REFERENCES

[1] D. D. Sharma, “Pci express® 6.0 specification at 64.0 gt/s with pam-4 sig-
naling: a low latency, high bandwidth, high reliability and cost-effective
interconnect,” in IEEE Symposium on High-Performance Interconnects
(HOTI). IEEE, Aug. 2020.

[2] Q.-M. Cai, L. Zhu, X.-B. Yu, L. Zhang, C. Zhang, Y.-Y. Zhu, and X. Cao,
“Far-end crosstalk mitigation using homogeneous dielectric substrate in
DDR5,” in 12th International Workshop on the Electromagnetic Compat-
ibility of Integrated Circuits (EMC Compo). IEEE, Oct. 2019.

[3] B. Chen, S. Pan, J. Wang, S. Yong, M. Ouyang, and J. Fan, “Differential
crosstalk mitigation in the pin field area of SerDes channel with trace
routing guidance,” IEEE Transactions on Electromagnetic Compatibility,
vol. 61, no. 4, pp. 1385–1394, Aug. 2019.

[4] D. G. Kam, H. Lee, J. Kim, and J. Kim, “A new twisted differential line
structure on high-speed printed circuit boards to enhance immunity to
crosstalk and external noise,” IEEE Microwave and Wireless Components
Letters, vol. 13, no. 9, pp. 411–413, Sep. 2003.

[5] J. Tang, X. Yang, J. A. Hejase, M. Bohra, Y. Zhang, X. Duan, D. Kaller,
W. D. Becker, and D. M. Dreps, “Far end crosstalk mitigation of
differential high speed interconnects within printed circuit board via
fields,” in IEEE 30th Conference on Electrical Performance of Electronic
Packaging and Systems (EPEPS). IEEE, Oct. 2021.

[6] R. Voelker, “Transposing conductors in signal buses to reduce nearest-
neighbor crosstalk,” IEEE Transactions on Microwave Theory and Tech-
niques, vol. 43, no. 5, pp. 1095–1099, May 1995.

9



Inverse Design of Embedded Inductor with
Hierarchical Invertible Neural Transport Net

Oluwaseyi Akinwande ∗, Osama Waqar Bhatti∗, Madhavan Swaminathan∗†
∗† School of Electrical and Computer Engineering † School of Material Science and Engineering

∗†3D Systems Packaging Research Center, Georgia Institute of Technology, Atlanta, USA

Abstract—Heterogeneous integration of voltage regulators in
power delivery networks is a growing trend that employs em-
bedded inductor as a key component in significantly improving
the power distribution. In this work, we propose a neural network
framework called the hierarchical invertible neural transport for
the inverse design of an embedded inductor. With this invertible
method, we obtain the probability distributions of the parameters
of the embedded inductor design space that most likely satisfy
the desired specifications. We also learn the impedance response
for free in the forward design. In the forward design, our results
show a 2.14%2.14%2.14% normalized mean square error when compared
with the output response of a fullwave EM simulator.

Index Terms—power delivery, inverse design, emdedded induc-
tor, neural networks, transport maps

I. INTRODUCTION

Early-stage prototyping in electronic design automation
(EDA) is often an herculean task due to a large amount
of variables that are explored in the design space. The de-
sign cycle is often plagued with iterating through series of
designs in an attempt to find the optimal parameters that
satisfy the target specifications. These sorts of evaluations are
usually compute- and time-intensive. Optimization methods
and surrogate modeling have been proposed to tackle this task
effectively [1]. However, the best solution may still not be
obtained, or several possibilities may be ignored.

In recent times, machine learning (ML) methods have been
employed to model the forward and inverse mappings for a
set of inputs and outputs. Consider a design space X of a
parameterized system, as illustrated in Fig. 1, that forms the
input of the ML model, with corresponding output response
Y . This mapping relationship can be represented as:

F : X → Y, (1)

where F is the forward mapping. The forward model learns
the input-output relationship and predicts the output response
given the input parameters. To estimate the best set of input
parameters that satisfies the desired target, we find the inverse
mapping:

F−1 : Y → X. (2)

Inverse problems are often ill-posed and intractable because
they fail the existence and uniqueness tests. Existence verifies
if the inverse exists, and uniqueness determines the ambiguity
brought by the one-to-many mapping in the inverse direction.
The problem of invertibility is not novel, and several methods
have been proposed to address it. In the domain of artificial
neural networks, state-of-the-art generative models such as the

Fig. 1. Model-based invertible framework that offers a custom solution.

generative adversarial network (GAN) [2], variational auto-
encoder (VAE) [3], and invertible neural network (INN) [4]
address this issue by generating conditional posterior distri-
butions rather than point-estimates. In particular, the INN has
some merits which include efficient computation of forward
and inverse mappings, and direct modeling of its likelihood
function [4].

In this paper, we propose an inverse system modeling,
design and identification using hierarchical invertible neural
transport net for embedded inductor in integrated voltage
regulator. With inverse design, the design parameters can
be straightforwardly obtained from the output objectives. It
reduces design cycle time and related costs by increasing the
overall efficiency of the design process. We investigate both
the inverse mapping to learn the probability distributions that
satisfy a desired specification, and the forward mapping to
verify the solution.

II. HIERARCHICAL INVERTIBLE NEURAL TRANSPORT
NETWORK (HINT)

A. Theory of Transport Maps

The theory of transport maps is based on the concept
of constructing a coupling, i.e., a transport map, between a
complex target probability measure ν and a simpler source
probability measure µ [5]. We seek a transport map T (x) such
that µ is supported on X and ν is supported on Y , i.e.,

T : X → Y (3)

We can generate samples of ν by pushing forward the µ
through the map. In order to conserve mass, we require [5]:

µ(T−1(A)) = ν(A) ∀A ⊂ Y. (4)

978-1-6654-5075-1/22/$31.00 ©2022 IEEE 10



µ(T−1(A)) is called the push forward of µ through T , denoted
T#µ. Therefore, a compact form for (4) is given as [5]:

T#µ = ν. (5)

Choosing such a transport map involves minimizing the cost
c of moving a unit of mass from x to T (x). This leads to the
Monge formulation of optimal transport, given as [5]:

min
{∫

X

c(x, T (x)) dµ(x)
∣∣∣T#µ = ν

}
. (6)

The solution to this constrained optimization problem is the
optimal transport map. To address this problem, we pose the
following questions: (1) Does the minimizer T ∗ exist? (2) If
it exists, is it unique? (3) Is it feasible?

B. The Recursive Coupling Block

HINT uses normalizing flow based on the change-of-
variables law of probabilities to model complex distributions
from a simple one. The normalizing flow pipeline T is a
composition of recursive coupling blocks fi that are invertible,
given as [6]:

T = fC1 ◦ fQ1 ◦ · · · fCN ◦ fQN , (7)

where each pair fCi◦fQi in T is a composition of a triangular
map and an orthogonal transformation, respectively, where
the former is known as a Knothe-Rosenblatt rearrangement
in transport maps [5]. Fig. 2 shows one such composition of
a recursive affine coupling block and an orthogonal transfor-
mation. A parameterized flow model fθi = fCi ◦ fQi splits
the input vector x into [x1, x2] and transforms them by an
affine function with coefficients es and t with element-wise
operations as [4]:

x′
1 = x1, x′

2 = x2 ◦ es(x1) + t(x1). (8)

It is easy to see that (8) is trivially invertible. This way, the
inverse flow composition is easily computed as

T−1 = f−1
QN ◦ f−1

CN · · · ◦ f−1
Q1 ◦ f−1

C1 . (9)

T in (7) is used to transport the data distribution pX(x) to a
standard normal latent distribution pZ = N (0, I), while T−1

in (9) can then be used to draw a sample z ∼ pZ in the latent
space to obtain pX .

To infer the inverse solution, we can turn any z sampled
from the latent space into a corresponding x conditioned on
y as [6]:

pX(x|y) = pZ(f(x, y)|y) · |∇f(x)| . (10)

This invertible model has the benefits of efficient computation
of the conditional posterior probabilities because of the dense
Jacobian determinant ∇f using the recursive design, and a
simpler training objective where the parameters of the flow fθ
can be learned from (10) via a maximum likelihood loss [6]:

L =
1

2
∥f(x, y|θ)∥22 − log |∇f(x|θ)| . (11)

Fig. 2. A recursive affine coupling block. The inner functions fR perform
the same sequence of operations as the outer gray block, repeated until the
maximum hierarchy depth is reached [6].

Fig. 3. Stack-up of the considered 2.5D integrated system [7].

Fig. 4. Solenoid inductor [7]. (a) Top view. (b) Side view.

III. APPLICATION: INVERSE DESIGN OF EMBEDDED
INDUCTOR

For a demonstration of the proposed method, we apply
the HINT method for the inverse design of an embedded
solenoidal inductor. The inductor is made up of a Nickel-Zinc
(NiZn) ferrite magnetic core and it is integrated on the top
metal layer of a silicon-interposer-based 2.5D heterogeneously
integrated system as in Fig. 3 [7]. The output response of the
solenoidal inductor is the impedance Z = ESR+jωL, where L
is its inductance and and ESR is its equivalent series resistance.
The objective here is to (1) obtain the solenoidal inductor
design parameters that correspond to a given specification of
impedance response Z, and (2) validate the design parameters
through a forward evaluation.

A. Model Setup

The design parameters of the solenoidal inductor and their
range of values are shown in Fig. 4. The target characteristic
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Fig. 5. Proposed Hierarchical Invertible Neural Transport (HINT) model setup
for embedded inductor.

investigated is the impedance response Z with the frequency
being swept from 15−98 MHz for 34 frequency points. Using
Latin Hypercube Sampling, we determine 949 samples and
extract their inductance and ESR with Ansys HFSS. We split
the data into train and test sets.

The objective here is to determine an invertible mapping
between the design space X and output response Y . The
proposed model setup is shown in Fig. 5. The HINT model is
constructed using 2 recursive coupling blocks with 3 recursion
levels. Each recursive block contains the scale s and shift t
networks which are constructed with fully connected neural
networks with one hidden layer of 256 neurons, Rectified
Linear Unit (ReLU) activation functions, and batch normal-
ization layers. On the input side of the model setup, there
are 8 inductor design parameters. The output variable is the
impedance response Z. The HINT model is trained for 500
epochs.

B. Results

During the inference process, we choose a random re-
sponse ytarget from the test set and we obtain the inverse
solution using (10). The HINT model generates rich condi-
tional posterior distributions of the embedded inductor de-
sign parameters as shown in Fig. 6. Next, we obtain an
inverse tuple from these distributions by sampling the points
with the highest densities in the embedded inductor design
space. The tuple obtained is {128.7 µm, 499 µm, 109.8 µm,
145.2 µm, 303 µm, 10.7 mil, 8.2 mil, 9}. We take this tuple
and perform a forward evaluation with the HINT model to
obtain the impedance response shown in Fig. 7. In the forward
design, we achieve a 2.14% normalized mean square error,
averaged over 10 inference runs.

IV. CONCLUSION

We present the HINT method for the inverse design of
embedded inductor for integrated voltage regulator. We applied
this method to obtain the probability distributions of the
inverse solutions that satisfy target specifications.
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Fig. 6. Predicted conditional posterior distributions p(x|ytarget) of embedded
inductor design parameters. Black vertical dashed lines indicate the points
with the highest densities. When the points corresponding to the highest
densities are sampled for the design parameters, the tuple obtained is
{128.7 µm, 499 µm, 109.8 µm, 145.2 µm, 303 µm, 10.7 mil, 8.2 mil, 9}.

Fig. 7. Forward evaluation, showing impedance response for the embedded
inductor, with HFSS and the trained HINT model for generated tuple x̂ ∼
p(x|ytarget).
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Abstract—This paper proposes a novel framework for power
integrity verification of multicore systems, including voltage
stabilization provided by multiple integrated voltage regulators at
the core interfaces. The proposed framework adopts a two-stage
macromodeling strategy to derive a compact representation of the
full system dynamics as observed from each core. These dynamics
are parameterized by the time-varying duty cycle provided by
dedicated feedback controllers to each voltage regulator, here
implemented through an averaged model. We show that the
proposed simulation framework has the potential to outperform
direct transient analysis based on SPICE engines.

I. INTRODUCTION AND PROBLEM STATEMENT

This paper addresses system level power integrity verifi-
cation for multi-core microprocessors with integrated voltage
regulators providing per-core voltage domain granularity. Our
objective is to simulate an entire power delivery network
structured as a cascade of multiple stages between the main
supply and the compute domains inside the microprocessor [1].
In particular, we address the transient solution of the complete
power delivery, including voltage regulation effects provided
by Fully Integrated Voltage Regulators (FIVR) [2] as well as
the coupling from one core to another due to the shared input
network. The large-scale nature of this simulation problem,
both in terms of expected dynamic order and number of
ports/signals to be evaluated, combined with the nonlinear
FIVR circuitry and the associated feedback regulation loops,
make this problem particularly challenging. A brute-force
SPICE transient simulation based on suitable models for
all system parts is feasible only for small-scale low-core
platforms, but it does not have potential to scale to higher
complexities, as demanded by state of the art HPC or AI many-
core processors.

The reference structure is schematically depicted in Fig. 1.
At the motherboard level, the output of an on-board Voltage
Regulator Module (VRM) is routed through the PCB power
planes and the power pins of the microprocessor package.
The entire board and package power distribution structures are
collectively denoted here as input network, which also includes
a linear model of the VRM and the contribution of all board
and package decoupling capacitors. The latter are usually
optimized to meet specific target impedance requirements [3],
[4], but once this optimization is performed they can be
considered as integral parts of the input network, which in turn

Input
network:
board,
package

FIVR
switches

Output
network:
FIVR

inductors
and loads

Compensator
K

×Nc cores

VVRM

Np Np No

vo

io

+

−

Vref

d

Fig. 1. Schematic illustration of the power distribution system under investi-
gation, including Nc cores whose voltage is regulated by Np-phase FIVRs.

can be collectively represented a large-scale distributed Linear
and Time-Invariant (LTI) multiport described by a transfer
matrix Hb(s).

Inside the chip, a second voltage regulation stage is im-
plemented through FIVRs, consisting of multi-phase switch-
ing power supplies (e.g., buck converters). Power transistors,
switching control circuits, and the output decoupling for these
FIVRs are fabricated on-die, while the inductors are placed
in the package. As a result, the FIVR output is a filtered and
regulated voltage that is distributed through the die power rails
to reach logic devices in their respective power domains. In
this work, the switching banks of all FIVRs are represented by
nonlinear and time-varying circuit blocks. The FIVR switches
are controlled through feedback loops that sense the output
voltage of each core and translate the tracking error with
respect to a reference voltage Vref into the appropriate duty
cycle. This operation is attained through dedicated per-core
controllers, denoted as K in Fig. 1. The figure also shows
blocks denoted as output network which include a circuit
model of the PDN of each core, including integrated MIM
capacitors which provide the output decoupling, plus a de-
tailed electromagnetic model of the integrated inductors that
complete the topology of the FIVRs. This output network can
be represented as a LTI system with a transfer matrix Hc(s).

In order to set notation, we consider a system with Nc

identical cores, whereas the number of phases of each FIVR
is Np. As a result, the input network Hb(s) has NcNp + 1
ports, each core k is represented by a transfer function Hc,k(s)
with Np ports interfaced to the switches and No output ports978-1-6654-5075-1/22/$31.00 ©2022 IEEE
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where the transient voltage is to be computed, so that the
overall output network Hc(s) has a total of Nc(Np + No)
ports. The time-varying duty cycles of all cores are collected
in the vector d(t) ∈ [0, 1]Nc . The main objective of this work
is to compute efficiently the transient voltages vok,n(t) at all
n = 0, . . . , No−1 ports of each core k = 0, . . . , Nc−1, excited
by predefined current load signals iok,n(t) acting concurrently.
All results in this work refer to a model of a 11th Generation
Intel® CoreTM microprocessor, for which Nc = 4, Np = 4
and No = 36. The specific models that are used in this work
include only partial output decoupling, as will be evident from
AC and transient results.

II. FORMULATION

The initial step in our problem setup is to properly character-
ize both the input network and the output network. Since these
are viewed as LTI subsystems, we follow the standard practice
of performing a set of full-wave electromagnetic analyses of
the distributed interconnects (board+package) and components
(e.g. the FIVR inductor banks), obtaining sampled scattering
responses at the ports of interest. These are combined with
any lumped terminations (e.g. decoupling capacitors), and the
resulting assembled scattering samples are processed by a
rational macromodeling engine based on Vector Fitting (VF)
with passivity enforcement [5], [6], so that both Hb(s) and
Hc,k(s) are available as a set of linear state-space equa-
tions and the associated synthesized SPICE realization. Such
macromodels enable a direct (reference) SPICE simulation of
the complete system, once complemented with circuit models
of the switches and the compensators. This will provide the
solution that we will use as reference, both in terms of
accuracy and runtime.

One of the key aspects of proposed formulation is the
adopted representation for the switches, here represented
through averaged models. For each core k and phase j, the
corresponding set of FIVR switches is represented by an ideal
transformer with turn ratio 1 : dk(t), where dk(t) is the duty
cycle signal resulting from the compensator Kk of core k. This
assumption has its own limitations but is known to be accurate
when the buck converters operate in Continuous Conduction
Mode (CCM). In particular, if each duty cycle signal dk(t)
is “frozen” and considered as a fixed parameter (e.g. by
disconnecting the controllers and opening the feedback loops),
the entire structure becomes a large-scale LTI system, which
can be fully characterized by the output impedance matrix
Z(s,d) relating the output voltages to the output excitation
currents through Vo(s) = Z(s,d)Io(s).

Figure 2 depicts a sweep over frequency and duty cycle of
two representative output impedance elements. The particular
structure of such responses and their dependence on the duty
cycles d enable a second layer of model order reduction
through a second rational fitting stage, where common poles
pν are used to represent all impedance entries, and where the
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Fig. 2. Open-loop output impedance responses Z(k1,ℓ1)(k2,ℓ2)(jω,d), at
port ℓ1 of core k1 while exciting port ℓ2 of core k2, plotted over a sweep
of duty cycle values d0 at fixed d1 = d2 = d3 = 0.1. The macromodel
responses (dashed lines) are compared to reference AC sweeps from HSPICE
(thin solid lines).

associate residues Rν are parameterized

Z(s,d) =

ν̄∑
ν=1

Rν(d)

s− pν
. (1)

A closed-form parameterization of the residues is obtained by
a low-order polynomial interpolation. A state-space realization
of the impedance (1), including also the contribution of the
constant input VVRM, can be obtained as{

ẋ(t) = Ax(t) +Bo(d)i
o(t) +Bi(d)VVRM

vo(t)= Cx(t)
(2)

where the dependence on the duty cycle is not affecting the
open-loop dynamics (matrix A collecting the poles pν is
constant) but only the input-state mappings Bi,o.

The final step in proposed framework is to reintroduce the
closed loop control of the duty cycle signals. This is achieved
through the following system of ODEs

ẋ(t) = Ax(t) +Bo(d(t)) i
o(t) +Bi(d(t))VVRM

vo(t)= Cx(t)

ẇ(t) = AK w(t) +BK e(t)

d(t) = CK w(t) +DK e(t)

(3)

where the dynamics of all compensators are represented as
a (vectorized) state-space system (subscript K). The vector
of error signals e(t) ∈ RNc feeding the compensators is
defined as e(t) = Nvo(t) − Vref , where N is a constant
selector matrix and Vref collects the reference voltages. Note
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Fig. 3. Transient response of the regulated voltage vok,ℓ(t) at core k = 0,
port ℓ = 0 induced by a sequential transient current step (10 A / 5 ns)
excitation per core. The proposed solver response (dashed line) is compared
to the reference HSPICE response (thin solid line).

that the explicit time-dependence of all signals is highlighted
in (3), so that it becomes evident that the system is not
represented as a standard LTI but rather as a nonlinear system
in Linear Parameter Varying (LPV) form with feedback. The
nonlinearity is however only algebraic (polynomial).

In order to integrate the above system of ODEs numerically,
we consider a uniform time step ∆t with tn = n∆t for
n = 0, 1, . . . , Nt, and we initialize all system states at t0 with
their DC solution (no output current excitation and all voltages
equal to the Vref ). Denoting the approximation induced by
discretization as x̂n ≈ x(tn), we introduce an additional
relaxation assuming that d(t) and e(t) are piecewise constant
in each sub-interval, that is d̂n ≈ d(tn) ≈ d(t) for all t ∈
[tn, tn+1], and similarly for e(t). This approximation enables
the application of recursive convolutions to integrate equations
(3) from tn to tn+1, where the ODEs are locally linear and the
PDN system is decoupled from K. Differently from standard
rational macromodel transient simulation approaches [5], the
coefficients of each recursive convolution are time-dependent
and updated at each time step. In a compact form, the proposed
discretized solution reads

x̂n+1 = eA∆tx̂n+∫ tn+1

tn

eA(tn+1−τ)
[
Bo(d̂n)i

o(τ) +Bi(d̂n)VVRM

]
dτ

v̂o
n = Cx̂n

ŵn+1 = eAK∆tŵn +

∫ tn+1

tk

eAK(tn+1−τ)BKên dτ

d̂n = CKŵn +DKên

III. NUMERICAL EXPERIMENTS

The scheme proposed here has proven effective for tran-
sient simulation of the power delivery network of a 4-core
microprocessor. In this real-world test case, we are able to
show that a prototypal, non-optimized and non-parallel Matlab

implementation of this solver is already about 10× faster than
commercial circuit solvers like HSPICE, while still providing
accurate results for the purposes of power integrity verification.

Each of the four cores in the test case is a FIVR domain
with No = 36 ports on the die side, totalling P = 144
output ports. The obtained reduced-order PDN model (1) has
dynamic order ν̄ = 24 and is parameterized in terms of the
duty cycle d with polynomial degrees ρo = 2 and ρi = 1 for
the corresponding two terms in (2). The raw data used to build
this macromodel are the PDN Z-parameters sampled for 625
values of d arranged on a uniform grid in the parameter space,
resulting from parametrically-swept AC analyses performed in
HSPICE. The macromodel accuracy is demonstrated in Fig. 2.

The PDN system, initially at steady-state, is excited with a
10 A step per core with rise time 5 ns, uniformly distributed
among all ports of each core. The individual cores are activated
sequentially at {1, 2, 3, 4} µs, and a transient simulation is
performed up to T = 5µs with a fixed time step ∆t = 0.1 ns.
In order to perform a fair comparison, the total number of time
steps is the same as in the reference HSPICE simulation. The
transient results at one representative output port of proposed
solver are reported in Fig. 3 where also the reference HSPICE
solution is depicted for comparison. The RMS error in the
output voltage with respect to the HSPICE transient simulation
is 3.9mV, corresponding to a relative 0.5% cumulative RMS
error. In terms of runtime, proposed solver completed the
transient analysis in 209 s whereas HSPICE required 1920 s,
with a corresponding speedup factor of about 9.6×.

IV. CONCLUSIONS

This paper provided a proof of concept of a macromodel-
based transient solver for full-system power integrity verifi-
cation, including core voltage stabilization through averaged
models of integrated regulators. The proposed approach has
been validated on a model of the power distribution network
of an Intel-based 4-core microprocessor, showing excellent
accuracy with respect to reference SPICE simulation and
confirming a good potential for a dramatic speedup. Future
developments will be dedicated to code optimization and
parallelization, as well as scalability to higher core counts.
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Abstract—This paper proposes a deep deterministic policy
gradient (DDPG) based method to optimize the power plane in
power delivery networks (PDNs). The proposed method considers
the degrees of freedom of a plane design in a layer, determining
the parameters for creating a power plane. The results show
that the proposed method can provide an optimized power plane
design even in a plane layer with a restricted region.

Index Terms—Deep deterministic policy gradient (DDPG),
Power plane, Power delivery network, Reinforcement learning
(RL)

I. INTRODUCTION

Due to the increase in operating frequencies and current
loads in current high-performance computing systems, a robust
power delivery network (PDN) design that provides a stable
power supply to ICs has become increasingly challenging. The
current PDN design for high-speed systems utilizes a pair of
power and ground planes. By securing a large power plane,
the plane capacitance and low DC resistance decrease the PDN
impedance below the target impedance in the frequency range
of interest, guaranteeing that the power supply noise is below
the threshold level. However, since an IC requires several
power rails with different voltage levels, designing multiple
power planes to meet each target impedance specification
is becoming a critical optimization problem because of the
limited area and space constraints, as shown in Fig. 1.

As machine learning has shown rapid development in the
field of signal and power integrity [1], various reinforcement
learning (RL)-based methods have been proposed for PDN
optimization problems [2], [3]. A Deep Q network-based
technique for designing the plane structure of a PDN is
proposed [4]. However, due to the nature of the value-based
RL method, the number of possible unit cells that can be
assigned as plane structures is limited, making it difficult to
design a plane with various shapes and areas.

In this paper, we propose a deep deterministic policy gradi-
ent (DDPG) RL-based method that applies a continuous action
space to determine the power plane creation parameters. The
size and shape of the plane can be modified with continuous
values at each step, thereby obtaining the PDN with the
power plane satisfying the target impedance. The proposed
method can provide the optimized power plane design with the
minimum area and desired shape for the given specifications,
even in a plane layer with a restricted region.

Fig. 1: Layout of the multiple power planes with different
voltage levels

II. PROPOSED METHOD

The problem of power plane optimization in PDNs can be
expressed as a Markov decision process (MDP) consisting of
a tuple (S, A, P , R), where S, A, P , and R represent a set of
states, set of actions, state transition probability, and reward,
respectively. Fig. 2 shows the details of the MDP defined in
this problem. A state, st, which can define a power plane at
each time step, is a multi-dimensional vector given by:

st = [d1, d2, d3, ..., dn] ∈ S (1)

where d is the distance between each vertex of the power plane
and the center point at which the IC port is located. An action
at, determined by the RL agent based on the current state, is
the increment of each distance d, given as:

at = [∆d1,∆d2,∆d3, ...,∆dn] ∈ A (2)

A reward rt is the feedback from the PDN environment
after the state transition by the action. In this optimization
problem, the reward is given only when the impedance profile
below the target impedance in the frequency range of interest
is achieved. Based on this MDP, our goal is to determine
a policy π(at|st) that maximizes the expected cumulative
reward, thereby designing a power plane with a minimized
area while satisfying the target impedance. To achieve this
optimal policy, we use DDPG, an off-policy actor-critic RL
algorithm dealing with a continuous action space [5].

978-1-6654-5075-1/22/$31.00 ©2022 IEEE 16



Fig. 2: Details of MDP defined in the design problem of the
power plane

Fig. 3: Overall framework of the optimization of the power
plane layout using the proposed DDPG based method

A. DDPG Algorithm

An overview of the DDPG framework applied to the
proposed method is shown in Fig. 3. At time step t, the
environment produces a state vector of the power plane and
sends it to the DDPG agent. The agent then chooses an action
for each distance of the plane based on its policy π(at|st).
After the actions are taken to the PDN, the environment
generates the next state vector st+1 and the reward based on
the defined function given as:

rt = R ∗ ( 1

At
− V ar(st)) (3)

where At and R are the area of the power plane at step t
and the reward given when the target impedance is satisfied,
respectively. In (3), the subtracted variance term leads to the
exclusion of impractical power plane designs with heavily
jagged shapes from the optimization results. The tuple (st,
at, rt, st+1) generated in each step is stored in the experience
buffer.

The DDPG agent has two networks: the actor, µ(s|θµ), that
maps states to actions, and the critic, Q(s, a|θQ), that outputs
a state-action value where θµ and θQ are their respective
network parameters. [5]. For stable training of the networks,
they each have a target network and are updated using a
random minibatch of N experience tuples sampled from the
buffer. Since the expected reward J needs to be maximized,

Fig. 4: Detailed structure of the proposed DDPG agent

Fig. 5: The test PDN model with 4-layer PCB

the actor is updated using the policy gradient, given as:

∇θµJ =
1

N

∑
i=1

∇aQ(s, a|θQ)|s=si,a=µ(si)∇θµµ(s|θµ)|s=si

(4)
The critic is updated to minimize the TD error defined as:

L =
1

N

∑
i

(yi −Q(si, ai|θQ))2 (5)

where yi is the estimated return at the next time step obtained
by the target network.

B. Details of the proposed DDPG architecture

Fig. 4 shows the details of the proposed DDPG architecture.
A vector form of the state is fed to the actor and critic
networks as an input. The actor network has FC layers with the
ReLU activation function, where the last layer is the sigmoid
function that outputs continuous action values in the range of
[0, 1]. The critical network uses both action and state values
as inputs. The last hidden layers of the network for each input
are concatenated, and the last FC layer outputs the Q value
that evaluates the current state and action.

III. POWER PLANE OPTIMIZATION USING THE PROPOSED
DDPG BASED METHOD

We apply the proposed method to optimize the power plane
in PDNs. Fig. 5 shows the test PDN model. The power plane
to be optimized is in the second layer. The VRM and decaps
placed on the bottom layer and the target IC on the top layer
are connected to the plane with vias. The via for the power
supply and those connected to the two pre-assigned decaps
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Fig. 6: Optimized power plane design satisfying the target
impedance at the target IC port

Fig. 7: Optimized power plane design in the PDN with a plane-
restricted region

are located close to the IC port. We simulate the PDN using
Ansys HFSS [6] to obtain the impedance profile at the target
IC port. The entire area where the power plane can be extended
is divided into eight equal parts centered on the IC port,
and the vertices of the polygon forming the power plane are
located on the boundary of each area. In the initial state, the
distance between each vertex and the center point is 10% of the
total length of each boundary line. This distance is increased
by 10%-20% depending on the action of each step, thereby
increasing the area of the power plane with an arbitrary shape.

Using the proposed method, we obtain the optimized power
plane design and its impedance profile at the target IC port, as
shown in Fig. 6. As the distance between each vertex and the
center point is increased in each step, the size and shape of
the power plane area are modified, thereby obtaining the final
power plane design (polygon formed with thick red lines) that
satisfies the target impedance in the frequency range of interest
(50MHz-1GHz). Fig. 8 shows the convergence property of the
proposed method. The reward successfully converges to the
maximum number as the DDPG agent is trained, indicating
that a minimized area of the power plane with a uniform shape
is achieved. We also optimize the test PDN, where there is a
plane-restricted region for vias or other purposes. As shown
in Fig.7, at the end of the training, the power plane design
with a minimized area that meets the target impedance can be
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Fig. 8: (a) Convergence of the reward calculated based on the
impedance profile and the area and shape of the power plane.
(b) Average reward during the training .

achieved using the proposed method without relying on human
design experience.

IV. CONCLUSION

In this paper, we leverage the DDPG RL algorithm to opti-
mize the power plane in PDNs to satisfy the target impedance
with a minimized plane area. The implemented continuous
action space allows the design parameter values of the power
plane to be determined with continuous values, resulting in a
power plane design with the desired shape. The results show
that the proposed method achieves an optimized power plane
with a minimized area even in the case of a power plane layer
with a limited space.
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Abstract—Power delivery network (PDN) model development 

is often simplified using superports or pin-groups for high pin 

count devices. This approach significantly reduces model 

complexity but can compromise accuracy in holistic time- and 

frequency-domain analyses.  In the context of the non-invasive 

current estimation (NICE) technique for packaged, high-

performance integrated circuits (ICs), this paper describes the 

limitations of using pin-group PDN models in distributed 

impedance applications. DC error calibration factors are 

calculated, and tuned AC error compensation networks are 

proposed. These fundamental techniques for working with overly 

simplified models in highly distributed power integrity 

applications are derived and demonstrated through simulation 

and measurement on exemplar hardware.   

Keywords—Load Current Calculation, Power Delivery, PDN 

Modeling, Distributed Network Compensation 

I. INTRODUCTION  

The measurement of load current profiles for high-power 
electronic devices is problematic when traditional techniques 
cannot be employed.  The Non-Invasive Current Estimation 
(NICE) methodology [1][2] was developed to enable indirect 
current measurement in applications where series sense resistors 
and inductive coil probes are prohibitive.  Using voltage 
measurements at the source V1(t) and load V2(t), in conjunction 
with the admittance parameters Y(s) for the power-delivery 
network (PDN), circuit currents can be calculated from two-port 
network theory. 

As previously reported and partially resolved [3], the 
practical application of NICE has presented some challenges.  
The accuracy of the voltage measurements and PDN model is 
paramount when applying the technique.  We demonstrated that 
oscilloscope ground isolation is required to prevent undesirable 
current paths in the instrumentation environment thereby 
reducing voltage measurement errors.  Despite this 
improvement, overall correlation between the applied and 
calculated load current continued to be unsatisfactory.  Attention 
was turned to the PDN model and the known limitations of two-
port network usage in distributed applications [4]. 

The simplicity of NICE is dependent upon the well-
established practice of grouping pins at the source and load 
devices in PDN modeling [5].  For many designs, the resultant 
two-port model is most often used to evaluate broadband PDN 
impedance Z(f) against a target goal [6].  When employed in 
NICE, the model simplification also reduces the matrix 

mathematics. However, grouping pins in electromagnetic 
simulator tools inherently assigns an equipotential boundary 
condition to all device pins within the group.  This grouping has 
the unwanted effect of negating the distributed qualities of the 
PDN R/L/C within the pin-field of a large ASIC or FPGA. 

Modern high-power electronics have thousands of pins 
distributed within a packaged area for placement on the surface 
of printed circuit boards (PCB).  The pin distribution may be 
symmetrical in some cases, but the PDN impedance is often 
asymmetrical when decoupling capacitors or PCB effects are 
considered.  The image in Fig. 1 (a) depicts a sample footprint 
of a typical multi-stage voltage regulator (VR) and a large multi-
pin load device with a planar shape representing the PCB PDN.   

The current calculated by NICE is highly dependent upon 
the voltage measurement probe location within the load pin-
field, as evident in the plots of Fig. 1 (b).  The selection of which 
two pairs of pins to use in NICE can result in over- or under-
estimated steady-state (DC) current as well as load transition 
errors in the form of over/undershoot (AC).  The problem is 
exacerbated by next-generation electronic devices with 
increasingly larger packages and pin arrays.           

 

Fig. 1 – NICE Current Prediction Errors I2(t) A, B, C Resulting From 

Selected Voltage Probe Locations V2(t) A, B, C 

In this paper, we address the impact of using grouped pins 
for PDN network modeling as applied in NICE.  An explanation 
is provided for the specific AC and DC error terms that arise in 
highly distributed pin-field designs.  Solutions are suggested for 
either mathematical correction or PDN network compensation, 
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which have been validated through simulations.  Lab results are 
presented from a device under test (DUT) consisting of a high-
performance VR and a high pin-count programmable load 
attached to a PCB.  Finally, we apply the corrections to the NICE 
technique and demonstrate the improved current calculation 
results in the test hardware.       

II. STEADY STATE COMPENSATION 

The deleterious effect of pin-grouping is best visualized in 
voltage gradient plots from DCIR analyses.  For the examples 
presented in Fig. 2, a DC current load was applied to a multi-pin 
device using individual sink elements on each voltage pin (a) 
and using a single sink with the voltage pins grouped (b) – with 
the same total current in each case.  Unsurprisingly, the grouped 
pin condition nullifies the distributed impedance and does not 
accurately capture voltage gradient within the pin-field.  This 
underlying issue is also apparent in broadband two-port PDN 
models necessary for NICE.   

 

 

Fig. 2 – Pin-field Voltage Gradient With Distributed And Grouped Sinks 

The simplified PDN network shown in Fig. 3 (a) is used to 
further illustrate the problem.  In this sample circuit, nodes PA 
and PB represent two pins of a multi-pin load device connected 
to a VR through PDN impedances ZA and ZB, where ZA < ZB.  
Transient simulation was performed with inter-pin impedance 
ZAB included.  While applying a time-aligned current step to 
each IA and IB, voltages at V(PA) and V(PB) were recorded to 
emulate the hardware test environment where voltage can be 
measured at any discrete pin.  Subsequently, a two-port PDN 
model was extracted with one port at the VR site and the second 
port grouping pins PA and PB at the load.  This pin grouping has 
the illustrated effect of nullifying ZAB. 

 

Fig. 3 – Simplified Example PDN Network Demonstrating the Effects of DC 

Compensation on NICE Current Prediction 

With IA = IB = 100A step, a total load current of 200A is 
expected.  However, using NICE with the two-port network and 
each voltage V(PA) or V(PB) at the load, the calculated current 
is either over- or under-estimated, as depicted in Fig. 3(b).  
Significant current errors can be observed even when voltage 
deviations are small.  This example demonstrates the spatial 
significance of voltage gradient and the impact of negating inter-
pin impedance ZAB within a distributed pin-field.  

The center region of a pin-field is typically where IR drop is 
maximal due to the PDN impedance from the VR being higher 
for inner pins.  As demonstrated using V(PB) in the sample 
circuit, measured voltage at this location will result in an over-
estimation of current using NICE.  For this case, the addition of 
series resistor Rd at the grouped load port, as depicted in Fig. 3 
(c), will compensate for the distributed resistance nulled by the 
pin-group.  This approach effectively reconstructs the DC 
voltage drop expected at the measurement location which is 
otherwise ignored in the two-port PDN model.  This is akin to 
extending the model reference plane to the voltage probe 
location.  One way to calculate the compensation resistance is 
through a calibration process of applying known DC load 
currents and tuning Rd until the predicted steady state current 
matches the known applied current. 

An alternative to adding Rd in the NICE PDN model is to 
linearly scale the measured V2(t) voltage using a correction 
factor also calculated from a calibration process. This technique 
does an equivalent job of accurately predicting the steady state 
current; however as observed in Fig. 3(d), the distortion in the 
corners of the predicted load current edges is worse when using 
the voltage correction factor scaling approach.   

III. AC COMPENSATION NETWORK 

The addition of the DC compensation resistor adequately 
corrects for steady-state errors in the NICE calculations; 
however, appreciable amounts of time-based distortion and 
ripple are still present in the predicted current.  Akin to the 
previously described resistive gradient in the pin-fields, 
distributed inductance and capacitance is also erroneously 
nullified by grouping pins.  Additionally, the spatial effects from 
non-uniform decoupling capacitor placement are not accurately 
captured by the two port PDN model.  

Using the same simplified circuit described above, an AC 
compensation network, Zcomp, was added to the load port, as 
depicted in Fig. 4 (a).  In this example, two complex shunt 
impedances are added to null the remaining ringing current after 
DC compensation. The exact Zcomp network architecture will 
vary depending upon the PDN application, but these two 
complex elements were suitable for the demonstration circuit. 

 

Fig. 4 – AC Compensation Network and Final Simulated NICE Results 
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With the addition of both the AC and DC compensation 
elements to the two-port PDN network in the simplified circuit, 
the current predicted by NICE matches the ideally applied 200A 
step, as shown in Fig. 4 (b).  The current specific to the Zcomp 
network is also plotted (“Zcomp Current”) to illustrate the time-
aligned subtractive effect on the curve with only DC 
compensation (“Rd Only”).  

The Zcomp values can be obtained empirically through a 
measurement calibration process with known step loads in 
programmable test hardware (e.g. [7], [8]) and circuit element 
optimization in simulation.  Once the entire compensation 
network is defined from a single step response and steady-state 
calibration, any current load profile signature can be accurately 
predicted by NICE including sinusoids, periodic pulses and 
arbitrary or unpredictable activity typical in ASIC/FPGA 
applications.  The compensation network is a fixed error 
correction for spatial current flow in grouped pin-fields, at a 
single measurement location.   

In applications where the PDN impedance from the VR to 
the load is much greater than the inter-pin spatial impedance 
within a pin-field, network compensation may be minor or 
unnecessary altogether.  However, sometimes the compensation 
element values may be large or additional components are 
necessary if the pin-to-pin spatial impedance has a dominant 
influence on the PDN behavior. 

IV. APPLICATION OF COMPENSATION IN MEASURED RESULTS 

The same DUT described in [3] was employed to validate 
the grouped pin compensation strategy.  For this hardware, the 
multi-pin load device was programmed to step from 100A to 
200A as depicted by the “Applied Ideal” curve in Fig. 5 (b).  
Using only the extracted two-port admittance parameters for the 
PDN, the “Uncompensated NICE” curve contains both steady 
state and distortion errors.  After applying the compensation 
network of Fig. 5 (a), the NICE calculation matched the 
programmed step very well. 

 

Fig. 5 – Test Hardware Compensation and Final Measured NICE Results 

In this well-designed test hardware, the PDN impedance was 
intentionally reduced by the vendor to be << 100 µΩ from VR 
to load, a value not conventionally attainable in practical 
compute applications.  Furthermore, there was an unusually 
large quantity of decoupling capacitors on the test PCB spread 
throughout the pin array.  Given those two unique conditions, 
the addition of a bypass subcircuit illustrated in Fig. 5 (a) was 
also necessary to compensate for the AC and DC voltage 
gradient ignored by the grouped pins in the two-port model.  

Although not emphasized in the waveform plots, the 
predicted 10-90% current rise- and fall-times match the applied 

currents very well even without the AC compensation. The 
quality of the distributed capacitors embedded in the extracted 
PDN model dominate the di/dt behavior during the initial current 
transition. 

V. SUMMARY 

Packaged high-performance ICs are growing in footprint 
size and the input power pin count is increasing to accommodate 
high current operation.  As the PCB pin-field expands, the 
spatial effects on PDN R/L/C cannot be ignored when utilizing 
NICE to predict load current.  Grouping pins in two-port PDN 
network extraction obfuscates the distributed inter-pin current 
flow paths, in turn requiring network compensation. 

This paper specifically concentrated on multi-pin 
ASIC/FPGA load devices and suitable compensation strategies 
for mostly symmetric BGA pin-fields.  However, it should be 
noted that the same strategies can be used at the VR side of the 
PDN network if a multi-phase or a highly distributed regulator 
design is used. 

Through experimentation with discrete example circuits, it 
became clear that the compensation designs will be application 
specific.  Therefore, the exact topology of R/L/C elements 
required to appropriately account for the pin-field impedance 
distribution will likely differ depending upon PDN design 
features.  The approach described herein provides a general 
roadmap for correcting errors when applying NICE using two-
port networks to devices with large spatial impedance 
distribution. 
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Abstract—In this paper, analytical expressions are developed
for estimating random jitter (RJ) in the presence of stochastic
power supply noise for CMOS inverter circuits. The proposed
approach employs probability density function of the propagation
delay associated with a CMOS inverter in the presence of supply
variations with normal distribution. The closed-form relations
are further advanced to include the effects of load. The proposed
model demonstrates a reasonably accurate prediction of RJ and
yields significant speed-up compared to using a circuit simulator
(HSPICE) for a case study with 22nm CMOS technology.

Index Terms—CMOS inverter, probability density functions
(pdfs), power integrity, random jitter (RJ), root mean sqaure
(RMS).

I. INTRODUCTION

Modern low-power consumption technologies operating at
higher frequencies require quality power supply modules in
order to power billions of devices contained in them. Even-
though the process technology continues to improve while
the package design remains relatively unchanged, the desired
quality and performance of these power distributing modules
can be greatly affected due to reduced noise margins. Hence,
designing to ensure power integrity becomes increasingly
challenging [1]-[3] in modern electrical products.

Sensitivity of a circuit to the supply noise is an important
contributor to the timing jitter [4] and becomes very critical
to meet the timing budget of digital signals. Jitter can be
classified into two groups: deterministic jitter (DJ) and random
jitter (RJ). DJ is bounded and mainly correlates with the data
pattern. On the other hand, RJ is unbounded and unpredictable.
It is generally represented by a standard deviation, or root
mean square (RMS) value of a normal distribution. RJ is
often caused due to imperfection in semiconductor processing
and thermal issues. Estimating the amount of jitter associated
with digital signals is essential to predict the overall system
performance.

For a reasonable jitter estimation, conventional approach
requires simulation of large number of bits that can make
the process prohibitively CPU expensive. To address the
associated computational burden, several models for random
jitter have been extensively researched [5]-[19]. Tail fitting
algorithm based on normal distribution for random and de-
terministic jitter measurements was discussed in [5]. In [6],
random jitter extraction techniques in high-speed signaling
were investigated. Correlation between DJ and RJ using BER
curve was addressed in [7]. Improved tail-fitting techniques
can be found in [8]. [9] and [10] address delay-line based

techniques combined with cdfs to estimate the RMS value
of the random jitter for BIST applications. Other statistical
approaches using white and colored random jitter spectrums
modeled in StatEye and LinkLab engines can be found in
[11] and [12], respectively. In [13] and [14], the Gaussian
mixture models are proposed for jitter decomposition. Fre-
quency domain methods where RJ is modeled as an average
noise of power spectral density are discussed in [15] and
[16]. [17] addresses FFT based technique combined with
time-lag-correlation to estimate different jitter components.
Neural network approach to obtain RJ using jitter histogram
is investegated in [18] and [19].

This paper presents development of closed-form expressions
for predicting RMS value of the random jitter in the presence
of stochastic power supply for CMOS inverter circuits. In the
proposed work, probability density functions are considered
for both, normally distributed power supply as well as the
propagation delay [20], to derive an efficient closed-form
analytical model for random jitter. The closed-form model
is further advanced to include the effects of load. Results
from a case study of inverters based on 22 nm CMOS PTM
technology demonstrate that the proposed model predicts the
RJ reasonably well while providing computational speed up.

II. DEVELOPMENT OF THE PROPOSED ANALYTICAL BASED
MODEL FOR RANDOM JITTER ANALYSIS

In the recent years, computationally efficient analytical
models are commonly used in signal and power integrity
analysis to mimic a specific system. On the other hand, con-
ventional methods require large number of bits for simulating
low probability events, such as random jitter, that can make
the process prohibitively CPU expensive. Development of the
proposed analytical model that yields good speed-up compared
to conventional approaches is presented in the following.

A. Proposed Method

In this section, a closed-form expression for predicting RMS
value of the random jitter is developed. For this purpose, a
general CMOS inverter is considered with n-channel (Mn)
and p-channel (Mp) transistors connected to a load capacitor
(CL), a pulse-train input (Vin) and a voltage supply (vdd) as
can be seen in Fig. 1.

The probability distribution of the propagation time delay
[20] at the output of the inverter can be obtained as

τ(v) = v2(v − vth)−(1+α) (1)
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Fig. 1: CMOS inverter with a stochastic power supply noise

where v represents the random variations in the power supply,
vth is the threshold voltage and α represents the velocity
saturation index [21]. Also, the pdfs of both, the supply voltage
and the propagation time delay developed in [20] can be
represented as

fvdd(v) =
1√

2πσvdd
exp

[
−1

2

(
v − µvdd
σvdd

)2
]

(2)

fτ (v) = −fvdd(v)
dv

dτ
(3)

where σvdd and µvdd are the RMS (standard deviation) and
nominal (mean) voltages associated with the input power
supply, respectively. It is be noted in (2) that the power supply
is normally distributed around the nominal voltage while the
time-delay distribution (3) at the output of a CMOS inverter
is skewed, as illustrated in Fig. 1.

Next, using (2) and (3), the standard deviation (στ ) of the
propagation delay distribution can be extracted (which also
represents the RMS value of random jitter) as

RJ = στ = σvddΓ
d

dv
τ(v)

∣∣∣∣
v=vH

(4)

In (4), a technology-based constant Γ [22] is introduced to
properly adjust the units, given as

Γ =
1

4
(1 + α)CL(vref − vth)α(iref )−1 (5)

where vref and iref are the voltage and drain current when
vGS = vDS , respectively.

Let the subscript vH in (4) be defined as the voltage of
interest at which the derivatives of (1) are evaluated. The
voltage (vH) represents the supply voltage associated with the
propagation delay of a CMOS inverter and is dependent on the
load capacitor (CL). In the next section, new relations in the
presence of load capacitor are developed to obtain the vH (the
voltage of interest), which is used while obtaining an accurate
estimation of random jitter.

B. Proposed Method for Obtaining vH for RJ Analysis includ-
ing Effects of Load

In this section, proposed analytical model for obtaining vH
is developed including the effects of load. It is important to

consider an appropriate modeling method that relates CMOS
inverter parameters with the time delay distribution as well
as the effect of the load capacitor. For this purpose, pdf of
propagation time delay (3) is used to investigate the behaviour
of permutation; nfτ (where n = 1, 2 and 3). The correspond-
ing graphs for each n are shown in Fig. 2. The nfτ response
shows that as n increases, the corresponding voltage difference
(vτ1 , vτ2 or vτ3 ) between the adjacent responses evaluated at
the maximum of the noise distribution (fmax

vdd
) decreases and

follows the inverse power law (IPL) model [23].
Using a similar IPL model as described in [24], an expres-

sion for vH can be developed as

vH =
a

(1 + x)b
(6)

where a and b are the unknown parameters. Also, parameter x
is defined as x = c− 1 where c is a ratio of load to reference
capacitance (CL/Cref ). In the subsequent discussions, Cref
is set to equal to 1 and with the same units as CL such that
CL/Cref is unitless.

Next, closed-form expressions for parameters a and b are
derived using voltage differences (vτ1 and vτ2 ) between two
adjacent responses of nfτ (when n = 1 and 2) (Fig. 2). Also,
Taylor series method [25] is used to expand (6) and to obtain
derivative terms associated with (4). Hence, comparing both
the series along with vτ1 and vτ2 , coefficients a and b can be
obtained as

a =
v−αth (vτ2 − vτ1)

(1− α) (vth + 5/7)−α
; b = −vτ1(1 + α)

2vth
(7)

In the experiments conducted, for reasonable accurate match-
ing of the output jitter, low order Taylor series expansion is
found to be sufficient (such as order 2).

Proposed analytical model for vH (6) directly relates the
input power supply with the load capacitor and is used while
obtaining the corresponding derivatives of the propagation
delay of a CMOS inverter which are required while estimating
the random jitter. Using (4) along with (6), eliminates the

vτ1

vτ2

vτ3

n = 3

n = 2

n = 1

µvdd

fmax
vdd

nfτ

σvdd σvdd

v

Fig. 2: PDFs of nfτ evaluated at the maximum of fvdd for
n = 1, 2 and 3 (with α = 1.5 and vth = 286 mV).
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need for direct time-domain or frequency-domain simulations.
It only requires one DC simulation in order to obtain the
technology-based coefficient (5) which leads to significant
speed-up.

III. RESULTS AND DISCUSSION

In this section, the proposed methodology to evaluate RJ is
validated. For this purpose, CMOS circuits operating at 125
MHz (with a rising edge of 0.4 ns) and Level-54 device pa-
rameters for 22 nm PTM technology [26] are used to simulate
n-channel and p-channel devices. Also, RJ is evaluated at the
midpoint of the rising edge for 1 million bits.

In this example, a normally distributed power supply (vdd)
of a CMOS inverter having 10 fF load capacitor with a nominal
voltage (µvdd ) of 1.2 V is considered. The input RMS voltage
is varied from 0 to 100 mV with a uniform step size of 10
mV and corresponding results for random jitter are compared
against the conventional approach using a circuit simulator
(HSPICE).
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Fig. 3: Comparison of RJ response using proposed model
versus the conventional approach (using HSPICE)

Corresponding plots of random jitter for each of the ap-
proaches are shown in Fig. 3. Also, CPU times for evaluation
of RJ outputs using the proposed (4) and the conventional
approaches at 10 equally spaced points from 0 V to 0.1 V are
measured to be 0.005167 sec and 260 sec, respectively.

It can be seen from the above results that the proposed
approach matches reasonably well with the conventional ap-
proach while achieving a speed up of 50319 compared to the
conventional approach. The discrepancy between HSPICE and
the proposed model can be further reduced by updating the
parameters in (6) using high order Taylor series terms along
with increasing the number of permutations of nfτ .

IV. CONCLUSION

In this paper, an efficient closed-form model is developed
to estimate the RMS value of the random jitter for a CMOS
inverter. Proposed approach relates stochastic supply noise
with propagation time delay via probability density functions
to provide closed-form analytical relations for RJ analysis.

The RJ model is also advanced to include the effect of load.
Validating example demonstrates the reasonable accuracy and
efficiency achieved using the proposed method.
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Abstract—As the operation of server system is accelerated, 
the importance of signal integrity (SI) and power integrity (PI) 
measurement methodology and modeling of dual in line memory 
module (DIMM) products is increasing. In this paper, we 
introduce the advanced methodology for on-chip SI/PI 
measurement and DRAM signal recovery with the DDR5 
probing package development. Comparing with the 
conventional interposer, a new method of probing package has 
proved to be advantageous for high-speed signal measurement 
and signal recovery, and it can also be used as a useful tool for 
DRAM on-chip SI measurement and signal prediction in post 
DDR5 speed (beyond 6.4 Gbps). 
 

 Keywords—DDR5, SI, PI, Interposer, Probing package, 
Measurement 

I. INTRODUCTION 
Data centers and server systems are applying DDR5 as the 

main memory for high-speed and large-capacity data 
processing, including autonomous driving and meta-verse 
following 5G communication and artificial intelligence. For 
insuring a stable operation performance of server system, 
DRAM operation characteristics need to be predicted based 
on the accurate modeling from the beginning of DRAM 
development, and SI/PI measurement of DRAM on-chip is 
important as a base technology for this purpose.  

In this paper, we present the advanced method for 
recovering and predicting on-chip signals of DDR5 by 
correlating SI/PI measurement and simulation using the on-
chip measurement technology through the top side of a 
commercial DRAM package.  

II. PROPOAL OF THE DDR5 PROBING PACKAGE 
In general, SI of lower speed DRAM could be measured 

using the interposer PCB, however, a new method of 
minimizing the SI measurement loss has been required for 
higher speed over 3.2 Gbps (shortest distance from the DRAM 
pad). Fig. 1 is the concept of probing package, which forms 
probing pads in the empty space outside a silicon chip in a 
commercial DRAM and penetrates epoxy mold compound 
(EMC) of the package with laser drill applying the through 
mold via (TMV) technique to measure signals through the 
holes from the package top [1-3]. This idea is creative in that 
TMV which used for connecting packages vertically at first, 
however, used for observing signals on the package. 

Fig. 2 shows the probing package structure and 
specification applied to DDR5. A total of 15 probing pads 
were placed on the package edge without changing the 
existing commercial package size. It is a structure capable of 
measuring DQ, CA, and differential signals DQS, CK, and 
VDD/VDDQ/VPP. The diameter of the probing hole is 0.6 
mm, the width between the holes is 0.83 to 1.0 mm, and the 
depth of the hole is 0.37 mm.  

When attaching the probing package to a registered dual 
in-line memory module (RDIMM) we tested, DQ and power 
have no restrictions in probing point of view, however, CA   
and CK are more vulnerable to operation error due to signal 
distortion caused by overlapping of additional traces 
embedded in the probing package with multiple 
implementation on the DIMM because they have daisy chain 
net topologies defined by JEDEC [4] as shown in Fig 3. 

To verify the effect of SI degradation of CA and CK, we 
compared three cases by the number of the probing packages 
on DIMM with simulation. Fig. 4 is the result of transient 
simulations of CA and CK pair probed at the last (5th) DRAM 
pad according to how many probing packages are attached in 
the daisy chain topology. First, when a single probing package 
attached to the last (5th) DRAM only, CA eye height (EH) and 
eye width (EW) are reduced by 12% and 3% respectively 
compared with the normal package (without the probing 
package). On the contrary, they are reduced 48% and 15% 
respectively by replacing all normal packages with probing 
packages.  

In particular, CK signals have attenuated more severely, 
making them difficult to work properly. To see the SI 
reduction of CK quantitatively, we performed AC gain 
simulation for the same three cases. As shown in Fig 5, AC 
gain of CK_t has fallen by 13% for one probing package, and 
81% for all probing packages compared with normal package 

 
Fig. 2. Structure and specification of DDR5 probing package 

 

Fig. 1. Concept of the probing package 

 
(a)                           (b) 

Fig. 3. DDR5 2Rank x4 RDIMM topologies (a) CA (b) CK 
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at 2.4 GHz which is the fundamental frequency of 4.8 Gbps 
CK operation. 

To overcome the CA and CK SI limitation by the DIMM 
topologies, the probing package was developed with two types: 
Type-A and B. Type-A is targeting to measure at the single 
specific location for all probing signals; DQ, DQS pair, CA, 
CK pair and Type-B is specialized to measure DQ and DQS 
pair without restriction of location. Power measurement is 
common feature for both types as shown in Fig. 6. 

 

III. MEASUREMENT AND SIMULATION 
For measurement of DQ SI using the probing package, the 

automated test equipment (ATE) environment was equipped 
as following: ATE, test board, 2Rank x4 RDIMM with 
probing package, oscilloscope and probe. Fig. 7 is the picture 
of probing through the DDR5 probing package in 2Rx4 
RDIMM on the ATE (T5511) test board.  

DRAM was applied with I/O input vector of pseudo 
random bit sequence (PRBS) which is 127-bit (27-1) long for 
write operation at speed of 4.8 Gbps and 5.6 Gbps. Current 
registering clock driver (RCD) implemented on RDIMM 
supports 5.6 Gbps in maximum. That’s why we captured real 
measurement eye diagram up to 5.6 Gbps.  

Fig. 8(a) is a channel structure, measurement, and 
simulation waveforms for 1-byte DQ Write operation of the 
DDR5 2Rank x4 RDIMM in an ATE environment. The 
simulation models conducted with Hspice are the scattering 
parameters (S-parameters) extracted from the design files for 
each block and the operating speed is 4.8, 5.6 Gbps. As a 
result of comparing EH and EW based on DQ measurement 
waveforms, the measurement and simulation consistency of 
probing package is 90% EH and 102-115% EW in Fig. 8(b). 

 

IV. DRAM SI RECOVERY FROM PROBING SIGNAL USING 
THREE PORT DE-EMBEDDING 

We describe a conventional method of utilizing the 3 port 
de-embedding process with interposer [5]. By restoring the 
original DRAM pad signals, it is shown to be effective to use 
a probing package rather than the interposer in terms of the 
accuracy of data recovery. In Fig. 9, the transfer function 
between the input and the interposer measurement signal is 
defined as the transfer function A (a), and the relationship 
between the input without the interposer and the output to be 
restored is defined as the transfer function B (b). Two transfer 
functions can be combined to restore DRAM internal signals 
from the measurement signal Vprobe in equation (1) to (3). 

 

  

𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = A𝑉𝑉𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝                (1) 
 

𝑉𝑉𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝 = 𝐴𝐴−1𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝                (2) 
 

𝑉𝑉𝑑𝑑𝑝𝑝−𝑝𝑝𝑒𝑒𝑝𝑝𝑝𝑝𝑑𝑑𝑑𝑑𝑒𝑒𝑒𝑒𝑒𝑒 = 𝐵𝐵𝑉𝑉𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝𝑠𝑠𝑝𝑝 = 𝐵𝐵𝐴𝐴−1𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝                (3) 
 

Since the probing package is a tool developed for on-chip 
SI/PI measurement accuracy, we verified the relative 
improvement of measurement effectiveness by comparing it 
with the existing method of using an interposer PCB. Fig. 10 
shows the distance between the measurement point (A), the 
DIMM connection point (B), and the DRAM pad (C) 
compared to the interposer PCB. The measurement and 

 
Fig. 7. Measurement through DDR5 probing package in ATE system 
(T5511) 

(a)                            (b) 

Fig. 8. Measurement and simulation of DQ SI with the probing package 
(Type-B) (a) Simulation block diagram (b) Comparison of measurement 
and simulation 

 
(a)                            (b) 

Fig. 9. Definition of transfer function (a) With interposer PCB (b) Without 
interposer PCB  

 
Fig. 4. SI simulation of CA and CK pair by the number of probing packages 
in the daisy chain topology 

 
Fig. 5. AC gain of CK_t of three comparative cases 

 
(a)                  (b) 

Fig. 6. DDR5 Probing package type (a) Type-A (b) Type-B  
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connection distance of the probing package was designed to 
be 14% and 29% shorter than those of the interposer PCB. 

The SI degradation at the measurement point due to the 
measurement and connection distance is evident as the 
operating speed increases. In Fig 11, it was confirmed by 
simulation that eye measurement was not possible with an 
interposer at 8.8 Gbps, while DQ eye measurement was still 
possible with the shorter length of the probing package. 

Fig. 12 shows simulation results of the signal recovery rate 
for each measurement tool up to 8.8 Gbps by applying the 3-
port de-embedding method. The signal recovery error rate of 
the interposer is around 10%, while that of the probing 
package is less than 5%. That is, the probing package is a 
measurement method capable of more accurate DRAM signal 
recovery than the existing method of using interposer through 
the shorter on-chip measurement distance. 
 

V. SI/PI ANALYSIS USING PROBING PACKAGE 
In DDR5 DRAM, usage of on die termination (ODT) 

scheme has extended to CA and CK. Therefore, CA and CK 
termination resistors on DIMM edge, which were 
conventional probing positions until DDR4, have not been 
remained any more in DDR5. Using probing package, on-chip 
SI measurement of CA and CK is possible. Fig. 13 shows the 

measurement and simulation waveforms of CA10 and CK pair 
using Type A, showing consistency of about 90%. 

Fig. 14 shows the result of measuring IDD5 PI noise by 
DRAM location. When comparing VDD noise of probing 
packages with decoupling capacitor, we see there is a 
difference in slope and size of VDD drop, which means that 
on-chip power can be more accurately measured with probing 
package. 
 

VI. CONCLUSION 
In this paper, we developed the probing package as DDR5 

SI/PI signal measurement solution and introduced cases of 
using it for product analysis. With shorter measurement 
distance compared to the existing method of using interposer 
PCB, the DRAM signal recovery error was reduced to less 
than 5% in the operation of 4.8 Gbps or higher, and 
DQ/CA/CK/PI measurement and simulation consistency has 
also been verified. Using the probing package, post DDR5 
speed can be tested with less measurement error than the 
conventional probing method. Another benefit of probing 
package is that double sided DIMM product can be probed. 
Before development of probing package, only single sided 
memory module products can be probed through backside of 
DIMM PCB without implementation of DRAM or using 
interposer was the only possible way for probing DRAM 
signals. Probing package is the advanced SI/PI probing 
solution applied to high speed beyond DDR5 (above 6.4 
Gbps).   
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(a)                        (b) 

Fig. 10. Comparison of measurement distance (a) Structure (b) Physical 
distance of interposer PCB and probing package  

 

 
Fig. 11. Comparison of probing SI degradation due to speed-up  

 
Fig. 12. Comparison of on-chip SI recovery ratio by probing methods 

 
Fig. 13. Measurement and simulation of CA and CK SI (Type-A)  

 
Fig. 14. Measurement of VDD power (Type-B)  
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Abstract—In printed circuit boards, vias are needed when 

signals make layer transitions. Typically, via transitions are 

defined through padstacks. These padstacks provide geometrical 

manufacturing characteristics of the transitions such as via drill 

size, pad size, antipad size and thermal tolerance. Differential via 

design consists of padstack definition and relative positioning to 

other padstacks such as signal and reference as well as entry and 

exit trace parameters. At high speeds, vias cause reflections if they 

are not well designed. When stack-ups have a lot of signal layers, 

optimizing via padstack for each signal transition is going to be 

cumbersome.  Using a padstack optimized for one signal transition 

on other transitions may degrade signal performance.  In this 

work, a simultaneous codimensional optimization to differential 

via padstack designs is proposed to optimize a single padstack 

definition so that it can handle multiple entry/exit layer 

transitions. 

Keywords—differential, via, printed circuit board, optimization, 

codimensional, padstack  

 INTRODUCTION 

As the signal speeds continue to increase, any small 
imperfection in the channel can have adverse impact on the 
signal quality. All high-speed printed circuit boards (PCBs) have 
via transitions in them. Vias are needed to help signals make 
transition from one layer to another. A well optimized via for 
impedance and crosstalk will result in good signal integrity (SI). 
Most midplanes, backplanes and channel cards can have many 
signal layers in them as shown in Figure 1a. Optimizing a signal 
via for each layer transition will be time consuming and 
cumbersome. Vias are typically defined through padstacks. 
These padstacks provide geometrical manufacturing 
characteristics of the transitions such as via drill size, pad size, 
antipad size and thermal tolerance. Differential via design 
consists of padstack definition and relative positioning to other 
padstacks such as signal and reference as well as entry and exit 
trace parameters. Optimal via dimensions for one signal 
transition might result in sub-optimal results for another signal 
transition. 

Typically, a differential via can be optimized by tuning 
parameters such as via drill size, antipad size, reference via 
spacing and via pitch as shown in Figure 1b. The optimization 
is typically done for one signal transition at a time. In this paper, 
the codimensionality aspect of vias is taken into account to come 
up with one padstack that is optimized for multiple signal layer 
transitions. 

 

(a)        (b) 

Figure 1. 16 Layer via PCB & Parameters 

Previous work in via optimization include [1] using a 
domain decomposition approach, [2] focusing on return via 
location and mode conversion reduction, [3] investigating via 
impedance matching, and [4] and [5] where a large number of 
combinations using a full-factorial search of the via parameters.  
While the optimization is successful in these studies, the 
limitation is that the optimizations are done for one signal 
transition at a time.  This works focuses on optimizing the 
padstack which might be used in a plurality of via layer 
transitions. 

This paper is organized as below: Section II discusses single, 
multi, and codimensional optimization. Section III shows the 
results from individual and codimensional optimization and 
Section IV concludes the paper. 

 

 OPTIMIZATION 

 Optimization Objective: Single, Multi, Codimensional 

In order to optimize a problem, a figure of merit (FOM) 
needs to be defined so that outcomes can be compared and 
improvement quantified.  Examples of FOM include single 
objective (e.g. differential return loss), multi objective (e.g. 
differential insertion loss, differential return loss and differential 
crosstalk).  With a codimensional objective the FOM is 
evaluated across multiple dimensions (e.g. differential return 
loss for multiple layer transition configurations).   

Each FOM characterizes specific aspects of the design.  
Differential Return loss is a good quantifier for matching (as is 
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Differential TDR). Differential insertion loss is well suited to 
quantify the channel losses, whichever mechanisms they may 
be.  Mode conversion is a good metric for quantifying channel 
imbalance/asymmetry and crosstalk is typically used to measure 
isolation. 

 

Figure 2. Max Differential Return Loss vs. Antipad size for L103(A),  

L107(B), and L116(C) trace exit configurations 

To illustrate the challenge, a single parameter, antipad 
diameter was varied from 20 mils to 40 mils and a plot of the 
differential return loss for configurations is shown in Figure 2. 
The entry layer was L101, and the exit layers were L103(A), 
L107 (B), and L116(C). 

 TABLE 1. DIFFERENTIAL RETURN LOSS SPECIFIC LAYER 

OPTIMIZATION 

 
 Differential Return Loss Results 

Optimization Configuration 
Antipad 

(mils) 

Optimized 

(dB) 

Worst 

(dB) 

A Stripline, L103 30 -20.8 -15.8 

B Stripline, L107 27 -25.7 -18.0 

C Microstrip, L116 22 -25.1 -16.1 

 All Cases 26  -19.1 

 

 When padstack optimization focuses on a specific layer 
transition such as cases (A) and (C), the differences between the 
optimized and the worst transition performance was 5.0 and 9.0 
dB, respectively.  The best value, 26 mils, is closer to case (B) 
optimal of 27 in this simple example, but this may not always be 
the case for other stack-ups and parameter values (Table 1). 

 Parameter & handling (local vs. global) 

To optimize a differential via padstack which may be used 
for different layer transitions on a PCB, the parameters are split 
into two sets: Global vs. Local codimensional parameters.  The 
local parameters define the layer transitions and are fixed for 
each layer transition case. The global parameters affect all 
simulations.  Each simulation for a specific transition will 
generate a result for which the worst case for the global 
parameter set will be selected to be used for the optimization 
FOM as shown in Figure 3. 

 

Figure 3. Codimensional parameter flow example 

 

Figure 4. 16 Layer PCB stack-up 

The stack-up used for this experiment is shown in Figure 4 
with the dielectric named FR4 (Dk=3.3, TanD=0.02 @1GHz) 
and SM (Dk=3.7, TanD=0.03@1GHz) and copper conductivity 
at 5.8e7 S/m). Via Backdrilling as assumed for all the stripline 
transitions with via stub of 10 mils for 60 iterations and no stub 
for the 140 iterations runs. 

The parameters used in this optimization are summarized in 
Table 2. 

 TABLE 2. OPTIMIZATION PARAMETER LIST 

 Optimization Variables 

Parameter Min Baseline Max 

Common Antipad  (True/False) False True True 

Drill diameter (mils) (8, 10, 12,14) 8 8 14 

Pad diameter (mils) 15 20 30 
Antipad diameter (mils) 16 30 60 

Via pitch (mils) 35 45 75 

Trace Angle (degrees) 30 30 90 

 RESULTS 

Two sets of optimizations using SHERPA (Simultaneous 
Hybrid Exploration that is Robust, Progressive and Adaptive) 
algorithm found in [6] were run with a FOM of impedance 
deviation (Z0Dev) for Z0 = 100ohms defined in (1): 

����� � ��	
 �
�
���� � ��))   (1) 
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 Individual Optimization 

With individual optimizations, one optimization was run for 
each of the 7 transition layers specifically to minimize that layer 
transition’s impedance deviation and is listed in Table 3. While 
the optimization attempts to reduce the transition’s FOM for the 
given layer transition, the worst-case impedance deviation for 
the other transitions is listed under ‘worst-case’ in Table 3.  It 
can be estimated from Table 3 that the average optimized case 
Z0Dev is 5.3 ohms, the average worst case impedance deviation 
is 17.6 ohms. 

  

Figure 5. Differential via optimization for Top microstrip (L101) to 

top stripline (L103) transition (left) and TDR results for all transitions 

for that parameter set (right) 

In Figure 5 we can see the convergence of the L101L103 
transition in blue with the worst-case impedance deviation 
effects in red.  The TDR plot shows the optimized differential 
TDR of 0.9 ohms while that padstack used on other layers 
yielded a worst case of 13.4 ohms for the L101L116 
transition. 

 Codimensional Optimization 

While the individual optimization in the previous section 
focused on a specific transition ignoring the effects on the other 
transitions, the codimensional optimization solves all transitions 
in parallel and uses the worst-case result to guide the 
optimization to ensure the performance across all desired 
configurations. 

  

Figure 6. Design ID vs. worst case Impedance deviation (left) and 

Differential TDR for all transitions (right) 

TABLE 3. OPTIMIZATION RESULTS 

 

Impedance Deviation Results  

Optimization Configuration 
Optim 

60  

Worst  

60  

Optim 

140  

Worst  

140  

i1 Stripline, L103 0.9 13.4 0.9 10.4 

i2 Stripline, L105 5.1 9.7 3.5 16.6 
i3 Stripline, L107 7.8 29.0 2.7 7.0 

i4 Stripline, L110 9.9 10.6 2.7 3.1 

i5 Stripline, L112 7.9 22.4 3.9 6.1 

i6 Stripline, L114 4.6 12.4 3.9 9.2 
i7 Microstrip, L116 1.2 25.0 1.5 21.4 

ia Average of Individual 5.3 17.5 2.7 10.5 

c1 Codimensional, All layers  7.0  3.9 

 

With a complex, non-linear search space, it is not guaranteed 
that the global minimum will always be found given the 
simulation budget of 60 simulations for each optimization as we 
can see in the individual optimizations for layers L107, L110, 
and L112 since a better padstack configuration was found in the 
codimensional optimization. When the simulation budget was 
increased to 140 simulations per optimization, all the individual 
optimized values were at or lower than the codimensional worst 
case. 

With the codimensional optimization, a worst-case 
impedance deviation of 7.0 ohms across the 7 configurations 
was achieved for 60 iterations and 3.9 ohms for 140 iterations. 

 CONCLUSION 

In this work, we applied codimensional optimization to 
differential via padstack design to optimize a single padstack 
definition to multiple entry/exit layer combinations and 
achieved 7 ohms impedance deviation across 7 different layer 
transition configurations.  With this methodology a single 
padstack design can be used for multiple transitions which 
facilitates the padstack definitions and layout design and 
verification.  This becomes more important as the number of 
layers in the PCB increases as seen with larger server boards and 
telco backplanes. 
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Abstract— Due to aggressive storage capacity demands, 

multiple NAND Flash die are often stacked in a highly integrated, 

complex package system. As data-rate increases, bit time (UI) is 

shrinking, and accurate measurement of the data valid window 

and jitter become very important. Power distribution network 

(PDN) noise affects the overall system timing. The conventional 

way of PDN modeling approach in NAND Flash memory System 

level analysis, cannot accurately predict the system level jitter and 

deviates from the actual product level performance. 

In this paper, an accurate method for PDN-induced jitter 

analysis in NAND Flash system-level operation is described. 

Simulated PDN-induced jitter results are validated through 

characterization system and product level measurement jitter.  

Keywords— Distributed PDN Modeling, NAND Flash SI 

Simulation, PDN impact on I/O jitter  

I. INTRODUCTION 

In the last decade, NAND Flash Memory use has evolved 
from simply the component in typical Flash storage devices 
(USB Flash drives), to the primary data storage system in mobile 
devices (embedded applications); in solid state drives (SSDs); 
and in traditional computing storage. The operating speed 
requirements for NAND Flash Memory are increasing 
exponentially, accompanied by demand for significant 
reductions in power requirements [1]. With increasing speed 
requirements, the overall system-timing margin is becoming 
steadily tighter. PDN induced jitter is a key parameter that must 
be controlled and maintained at a minimal level to enable any 
high-speed NAND Flash system operation. 

II. CONVENTIONAL PDN MODELING APPROACH  

Conventional ways of NAND I/O model creation in the 
industry includes either IBIS modeling or composite transistor 
level model of the output buffer. Generally, the internal power 
bus connections between I/O pads are not included in the NAND 
I/O model. In addition, the system PDN is extracted as a lumped 
network. All the VCCQ pins are shorted together and extracted 
as one lumped port. Because of this lumped modeling approach, 
all the I/O pads of the NAND Flash receive the same power. The 
lumped system PDN (VCCQ rail) modeling approach is shown 
in Figure 1. At lower speed operation, the lumped approach was 
sufficient, the bit time was large enough to account for the 
timing delta due to the extra amount jitter not being present due 
to the lumped approach.  

I/O Model, without power aware feature of NAND die, 
cannot accurately estimate the NAND I/O timing penalties (tQHS 

& tDQSQ), Clock duty cycle jitter (tQSH & tQSL) and per-pin data 
valid window (tDVWp). 

 

Fig. 1. NAND system PDN modeling representation (lumped approach) 

With higher operating-speed, the timing window shrinks, 
making it extremely important to accurately model all the jitter 
components affecting the overall timing budget calculation.  

III. DISTRIBUTED PDN MODELING APPROACH 

At higher speeds, a power-aware NAND I/O model is 
necessary to simulate I/O jitter properly. To improve the NAND 
I/O modeling approach, the internal power bus (VCCQ rail) 
connectivity between the I/O pads is included in the NAND I/O 
netlist. System-level PDN modeling is also updated from the 
lumped approach to a per-pin distributed modeling approach. As 
shown in Figure 2, each VCCQ pin is isolated in the system PDN 
model creation, providing isolated power to individual I/O pad. 
I/O jitter due to the per-pin VCCQ PDN difference is thus 
modeled effectively [2]. 

 

Fig. 2. Distributed system PDN modeling approach 
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Inclusion of the NAND internal power-bus model adds 
additional complexity in the NAND I/O model creation flow. 
In addition, the transient simulation time increases by 
approximately 20-25%. 

IV. PDN INDUCED JITTER ANALYSIS 

To study the PND induced jitter impact on the NAND Flash 
Memory system, SI analysis was performed on a typical NAND 
Flash characterization environment. NAND die is in packaged 
form, and characterization is performed using semiconductor 
automated test equipment, or ATE.  

Impact of the system PDN is studied on the following 
NAND AC timing parameters  

a) Clock Duty Cycle Jitter (tQSH & tQSL) 

b) Per-pin I/O Jitter (tQHS & tDQSQ) 

c) Per-pin data valid window (tDVWp) 

 
SI simulation was performed on a WDC NAND Flash 

device at 800 Mbps, and worst-case operating conditions. 

A. Impact of PDN on Clock Duty Cycle (tQSH & tQSL) Jitter 

Clock duty cycle jitter is measured as the minimum 
DQS/BDQS high pulse and low pulse widths. The tQSH & tQSL 
duty cycle is measured at the cross point of the DQS and BDQS 
signals. The simulated tQSH & tQSL result is shown in Figure 3. 
The results show that without the system PDN, there is no jitter 
in the tQSH & tQSL parameters, indicating that the system PDN 
contributes a significant amount of jitter in the clock duty cycle 
[3].  

 
Fig. 3. Simulated tQSH & tQSL data at the worst-case corner 

 

From SI simulation, the worst-case peak-to-peak jitter is 
160ps (6.4% of tRC) and absolute jitter is 85ps (3.4% of tRC).  

B. Impact of PDN on Per-Pin I/O Jitter (tQHS & tDQSQ) 

To demonstrate the impact of the distributed modeling 
approach with power-aware NAND I/O model, SI simulations 
are performed in the following three scenarios: 

a) Single I/O, No PDN, No power-aware NAND I/O 

b) Lumped PDN approach, No power-aware NAND I/O 

c) Distributed per-pin PDN, with power-aware NAND  

 
The I/O with minimum eye window opening (worst-case) 

defines the maximum operating speed of the interface, in per-
pin eye window training, and was used for simulation and 

measurement data analysis. Simulated, the worst-case I/O jitter 
at 800 Mbps is shown in Figure 4.  

 
Fig. 4. Simulated worst-case I/O jitter at 800 Mbps (distributed PDN model) 

Based on the simulation, memory-only I/O jitter without 
PDN is 24ps (1% of tRC). With lumped PDN and a no-power-
aware I/O model, worst-case I/O jitter is 74ps (3% of tRC). With 
distributed PDN and a power-aware I/O model, worst-case, 
jitter increases to 292ps (12% of tRC). The result clearly shows 
the importance of distributed per-pin PDN and a power-aware 
I/O Model.  

C. Impact of PDN on Per-Pin Data Valid Window (tDVWp) 

 Because the system PDN has a significant impact on clock 
duty cycle and I/O jitter, the PDN would eventually influence 
the per-pin data valid window (tDVWp). Simulated worst-case, 
per-pin data valid window for the three scenarios are shown in 
Figure 5. Based on the simulation, the per-pin data valid 
window of bare memory is 1220ps (49% of tRC). Per-pin data 
valid window shrinks to 1150ps (46% of tRC) using the lumped 
PDN approach. Finally, worst-case, per-pin data valid window 
is reduced to 934ps (37% of tRC) with a distributed and power-
aware NAND I/O model. 

 
Fig. 5. Simulated worst-case per-pin data valid window jitter at 800 Mbps  

 

V. CHARACTERIZATION SYSTEM MEASURED RESULT 

To understand the impact of PDN on NAND SI system-level 
performance, critical AC timing parameters were measured in 
the characterization system environment. Measurements were 
performed like the simulation environment, to establish the 
correlation between measurement and simulation data.  

A. Measured Clock Duty Cycle (tQSH & tQSL) Jitter 

The characterized value of clock duty cycle jitter is shown 
in Figure 6. As depicted in the measured data, clock duty cycle 
peak-to-peak jitter is around 200ps (8% of tRC). Absolute jitter 
is around 100ps (4% of RC).  Measurement data shows that the 
PDN-induced jitter in the clock duty cycle is 4%. The average 
value is the duty cycle of the input RE signal (50% of tRC)   
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Fig. 6. Clock duty cycle jitter measurement result 

B. Measured Per-Pin I/O Jitter (tQHS & tDQSQ) 

Worst-case, per-pin I/O jitter characterized data is shown 
in Figure 7. Characterization data shows that the worst-case, 
per-pin I/O jitter measured at the VREF level is 305ps (12.2% 
of tRC). 

 
Fig. 7. Per-pin I/O jitter measurement result 

VI. MEASUREMENT AND SIMULATION CORRELATION 

To establish the validity and accuracy of the distributed PDN 
modeling approach, simulated results are correlated with the 
actual measurement.  

A. Clock Duty Cycle Jitter Correlation 

The clock duty cycle jitter correlation data is shown in 
Figure 8. The difference between the simulated and measured 
peak-to-peak clock duty cycle jitter is 1.6% of tRC − 3% of tRC. 
The absolute clock duty cycle jitter delta between the simulation 
and measurement is approximately 0.6% of tRC − 1.3% of tRC.  

The delta between the simulation and the measurement data 
is due to the absence of NAND internal logic stages in the 
NAND I/O model.  

 
Fig. 8. Clock duty cycle jitter simulation and measurement correlation 

 
 Acceptable correlation is established between the simulated 
and the measured clock duty cycle jitter. The maximum absolute 
clock duty cycle jitter delta is only 0.6% of ��� .   

B. Per-Pin I/O Jitter Correlation 

Per-pin I/O jitter correlation data is shown in Figure 9. The 
lumped PDN approach, predicts reduced jitter compared to 
distributed approach. The simulation and measurement worst-
case I/O jitter delta is within 0.5% of tRC, indicating the validity 
of the distributed PDN modeling approach. A very good 
correlation between the simulated and measured per-pin I/O 
jitter is established.    

 
Fig. 9. Worst-case, Per-pin I/O simulation and measurement correlation 

C. Per-Pin Data Valid Window Correlation 

At the system level, the maximum operating speed of the 
NAND interface is determined by the minimum per-pin data 
valid window opening. The worst-case, per-pin data valid 
window correlation data is shown in Figure 10. The worst-case 
data valid window mismatch between the simulation and 
measurement is 1.2% of tRC. 

 
Fig. 10. Worst-case, Per-pin data valid window correlation 

VII. PRODUCT LEVEL PERFORMANCE CORRELATION 

To demonstrate the validity of the proposed simulation 
methodology, actual product level system performance was 
correlated on a WDC embedded multi-die product at nominal 
operating condition. Product level correlation data is shown in 
Figure 11.  Measurement and simulated delta is 1.4% of tRC.  

 
Fig. 11. Product level performance correlation 

VIII. CONCLUSION 

This paper demonstrates that the system PDN contributes a 
significant amount of jitter in critical AC timing parameters, 
which directly affects NAND SI analysis. Lumped approach of 
PDN modeling cannot predict per-pin I/O jitter accurately. 
Distributed per-pin System PDN and integrated NAND internal 
power-bus model I/O netlist is required for the accurate per-pin 
I/O jitter analysis. Finally, simulation and measurement 
correlation on critical AC timing parameters is established with 
reasonable consistency. 
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Abstract— In this paper, we first propose a scalable 
transformer network-based reinforcement learning (RL) 
method for power supply induced jitter (PSIJ) optimization in 
high bandwidth memory (HBM). The proposed method can 
provide an optimal power distribution network (PDN) 
decoupling capacitor (decap) design to satisfy the target PSIJ 
with the minimum number of NMOS decaps. For the given 
number of decaps, the network is trained to maximize the 
impedance reduction from 10 MHz to 20 GHz compared to the 
initial PDN. Also, the network has scalability on the number of 
decap assignments. Therefore, for given any number of decaps, 
the scalable network can provide minimized PDN impedance 
profiles by one inference without re-training. Then, by 
increasing the decap assignments, the network can find out the 
minimum number to meet the given target PSIJ. For 
verification, the proposed network is applied to the HBM2 I/O 
interface. The network successfully provides the optimized 
decap designs to satisfy the given target PSIJ values. 

Keywords—Decoupling capacitor, Power Supply Induced 
Jitter, Scalability, Transformer network, Reinforcement Learning  

I. INTRODUCTION 

As the timing budget becomes tighter due to the higher 
speed requirements in digital systems, PSIJ becomes more 
challenging in both the serial and parallel I/O interfaces [1]. 
Especially, the HBM module has 1024 parallel IOs between 
the graphic processing unit (GPU) and HBM to provide TB/s 
scale bandwidth as shown in Fig. 1 [2]. Moreover, the data 
rate has increased from 1 Gbps at gen 1 to 6.4 Gbps at gen 3 
[3]. The numerous I/O buffers in the physical layer (PHY) 
draw the current at the same time which is called simultaneous 
switching current (SSC). When the broadband SSC spectrum 
meets the high-peak anti-resonance of the PDN impedance, a 
large simultaneous switching noise (SSN) occurs [2]. The 
induced voltage fluctuation causes jitter which severely 
deteriorates the timing margin at the data output. Therefore, it 
is important to design robust PDN to lower the impedance in 
the broadband frequency band.  

Decap design is one of the most important processes for 
PDN optimization. However, it is a combinatorial 
optimization problem that has high computational complexity 
and requires high computing cost. Recently, to tackle this 
problem, deep RL (DRL)-based decap optimization methods 
have been actively investigated [4]–[6]. The RL is an 
algorithm to solve the problem defined by Markov decision 
process (MDP) parameters – state s, action a, reward r, and 
policy π [7]. In the DRL, the probability distribution function 
(PDF) π of a given s is approximated by the policy neural 
network (NN). Thus, DRL-based methods train the policy 
network to find optimal a for given s in order to maximize r. 

All the previous works [4]–[6] proposed decap optimization 
NNs to meet the target impedance with the minimum number 
of decaps. However, those networks are trained by using one 
PDN data to satisfy a specific target impedance. In other 
words, those are only useful to solve the one PDN to satisfy 
the one target impedance. Whenever the PDN or target 
specification is varied, they needed to be re-trained. Also, 
those do not consider the PSIJ for the optimization. 

When developing the DRL-based methods for high-speed 
digital systems, the generality of the policy network is 
important to reduce the computing cost [8], [9]. From that 
point of view, [9] proposed a scalable transformer network for 
PDN optimization. The scalability refers to the property of 
whether the trained policy network can respond to the scale of 
the problem without re-training. In this paper, as the extension 
of our previous work [9], a scalable transformer network-
based RL method for PSIJ optimization in HBM is proposed.  

II. SCALABLE TRANSFORMER NETWORK-BASED RL METHOD 
FOR PSIJ OPTIMIZATION IN HBM 

The transformer network for PDN decap optimization 
proposed in our previous work is used for this work [9]. The 
network is trained to solve the decap n/m problem in the HBM 
I/O interface – deriving the assignment sequence of m number 
of unit NMOS decaps (a=(xa1, xa2, …, xam)) for given n 
number of positions for decap assignment candidates (X=(x1, 
… , xn)) to maximize the reduction of 10 self- and transfer 
impedances (Z11, Z22, Z33, Z44, Z12, Z13, Z14, Z23, Z24, Z34) seen 
at 4 probing ports (P=(xp1, xp2, xp3, xp4)). P is from the HBM 
PHY region and each port represents 256 IOs of 2 DWORDS. 
X is from on-chip and on-interposer PDNs. The unit NMOS 
decap has 1.055 nF and 0.7 mΩ ESR. x is the feature vector of 
a port that contains the coordinates and the information on 
whether it is a probing port [9, eq. (3)]. Therefore, for a given 
input state s={P, X}, the network is trained to derive a to 
maximize the expected reward r by the RL. r is defined as the 
sum of the weighted mean of the self- and transfer impedance 

 
 

Fig. 1.  Schematic of HBM I/O Interface configured of VDDQ PDN, Tx
clock buffers, Tx I/O drivers and interposer channels. SSN generated by
1024 switching I/Os occurs PSIJ which deteriorates timing margin. 
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reduction at P [9, eq. (5)]. Details on the defined MDP 
parameters, the network and the training algorithm are 
explained in [9].  

Fig. 2(a) shows the overall concept of the proposed 
method. The transformer network is trained to has scalability 
both in the encoder and decoder [9]. Therefore, the network 
trained in the smaller-scale decap n/m problem can solve the 
larger-scale problems either on n and m without re-training. 
The scalability is due to the shared weight properties and 
context embedding process in the transformer network. 
Details are described in [9]. Therefore, for given any decap 
assignment number m, the network can provide minimized 
PDN impedance profile. The PSIJ is expressed as the 
multiplication of PDN impedance, current spectrum and jitter 
sensitivity. Then, by increasing the decap assignments 
(decoding unit), the network can find the minimum number to 
meet the given target PSIJ.  

Fig. 2(b) shows the detailed flowchart of the proposed 
method. Inputs are initial state s, PDN Z-matrix ZPDN, s, jitter 
sensitivity of clock buffer Sclk and Tx driver Sdriver, and SSC 
spectrum I drawn by 256 IOs. For every loop, the network 
performs the greedy inference to output a whose length is 
equal to the given assignment number N. The inference 
includes both computations in the encoder and the decoder as 
shown in Fig. 2(a). The encoder embeds raw feature vectors s 
into high-dimensional node embeddings h by the attention 
computation [9, eqs. (7)–(12)]. In the decoder, the decoding 
unit sequentially outputs the next position at of a unit decap 
every time-step t depending on the PDF p(at|s, a1:t-1). The 
context node hc configured of the previous assignment hat-1

 
and 4 probing ports hp1, hp2, hp3 and hp4 becomes a query q [9, 

eq. (13), (14)]. Then, it computes p(at) by the attention with 
the keys k of the decap candidate nodes h1,…, hn [9, eqs. (14)–
(16)]. In the greedy inference, for every time-step, at is 
selected where the probability is maximized. In other words, 
it is chosen where the reduction of the PDN impedances is 
maximized. With the a solved by the network, PSIJpk-pk’s are 
estimated at the 4 probing ports P. If all the PSIJpk-pk’s do not 
satisfy the target PSIJ, then increase the N and repeat the loop 
until all the PSIJs meet the target. 

As depicted in Fig. 1(a), the total PSIJ is the sum of the 
PSIJs at the clock buffer and IO driver [2]. Assuming the same 
SSC I(f) drawn by 256 IOs at each port, PSIJ at the probing 
port 1 can be expressed as: 

PSIJport1(f)= Sclk(f)×Vport1(f)+Sdriver(f)×Vport1(f) 

= Sclk(f)×Ztotal(f)×I(f)+Sdriver(f)×Ztotal(f)×I(f). 
(1) 

where Vport1 is SSN at port 1. Ztotal is the sum of the self-
impedance Z11 and transfer impedances Z12, Z13 and Z14. Z11 
indicates self-switching noise and Z12+Z13+Z14 indicates 
coupled noises from ports 2, 3 and 4 to port 1. PSIJ (f) at the 
probing ports 2, 3 and 4 also can be represented in the same 
way. Then, PSIJ(t) and PSIJpk-pk can be derived as followings: 

PSIJ(t)= IFFT(PSIJ(f)). (2) 

PSIJpk-pk= max(PSIJ(t))-min(PSIJ(t)). (3) 

A global clock network is implemented on the PHY of the 
HBM logic die and Tx clock buffers are designed as 3-5 stages 
depending on the positions of DWORDS (probing ports) [2, 
Fig. 4]. The IO driver is designed based on the TSMC 65 nm 
process referring to HBM JEDEC [7]. Sclk and Sdriver are 
modeled using the propagation delay-based methods [1, eq. 
(16)]. Since the HBM PHY is divided into 4 regions as shown 
in Fig. 3(a), each region contains 256 IOs of 2 DWORDS. 
Considering the data inversion bus (DBI), the worst-case SSC 
spectrum of 128 switching IOs is used for I(f). The 
hierarchical VDDQ PDN includes an on-chip grid P/G plane, 
on-interposer meshed P/G plane, μ-bump array, multi-array 
TSVs and PKG PDN [9]. 

III. APPLICATION TO HBM I/O INTERFACE 

The proposed method is applied to optimize the HBM2 I/O 
interface configured of 404 decap assignment candidates. The 
transformer network trained in decap 300/150 is used. The 
data rate of the switching IOs is 2 Gbps. The rise/fall time is 
60 ps (0.12 UI). The peak transient current of a Tx driver is 9 
mA. The max/min propagation delays Tp,max and Tp,min of Tx 
driver are 51.97 ps and 42.58 ps respectively. Those of the 
clock buffer for 3 and 5 stages are 405.4 ps/ 348.9 ps and 239.8 
ps/ 208.1 ps respectively.  

Table I shows the optimized peak-to-peak PSIJ results by 
the proposed method. Initial PSIJs at the probing port 1, 2, 3 

 
(a) 

 

 
(b) 

 
Fig. 2.  (a) Overall concept of the proposed scalable transformer network-
based PSIJ optimization method. (b) Flowchart of the proposed method. 
 

TABLE I.         PSIJ OPTIMIZATION RESULTS BY THE PROPOSED METHOD 

 
PSIJpk-pk [ps] Decap # 

(N) Port 1 Port 2 Port 3 Port 4 

Initial 83.94 54.29 83.99 54.26 0 EA 

Case #1 
(Target=25 ps) 

24.52 21.68 24.96 21.93 72 EA  

Case #2 
(Target=22.05 ps) 

21.86 20.69 22.03 20.6 143 EA  
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and 4 are 83.94 ps, 54.29 ps, 83.99 ps and 54.26 ps 
respectively. The reason why the PSIJs at ports 1 and 3 are 
larger than those at ports 2 and 4 is the difference in the 
number of clock buffer stages. Two target PSIJs 25 ps and 
22.05 ps and are given. For both Case #1 and #2, all the PSIJpk-

pk’s at the probing ports satisfy the target. 72 EA and 143 EA 
of unit NMOS decaps are assigned respectively.  

Detailed results of the Case #2 are plotted in Fig. 3. Fig. 
3(a) depicts the decap assignment results. Fig. 3(b) shows 
Ztotal(f) of the initial and optimized PDN seen at the probing 
port 1 respectively. The SSC I(f) frequency components are 
distributed from 10 MHz to 10 GHz, especially high peaks at 

2 GHz and its harmonics. Hence, it is important to reduce 
Ztotal(f) in the broadband frequency range from 10 MHz to 10 
GHz. As shown in Fig. 3(a), to minimize the Ztotal(f), the 
transformer network assigns decaps near and between the 4 
probing ports both in the on-chip and on-interposer PDNs. For 
the anti-resonance between LPKG and Cinterposer+Cchip around 
100 MHz, total capacitance of assigned decaps (Cdecap) is a 
dominant factor. Over the 100 MHz range, the positions of the 
decaps are dominant. In other words, effective resistance and 
inductance of the on-chip and on-interposer PDN 
Rinterposer+Rchip and Linterposer+Lchip dominate the impedance 
profile. The assigned decaps suppressed the Ztotal well from 20 
MHz to 4 GHz including the anti-resonance. However, over 4 
GHz, the reduction is limited by the self-inductance of the P/G 
plane itself. Fig. 3(c) illustrates the corresponding PSIJ(f) of 
the initial and optimized PDN seen at the probing port 1 
respectively. 

IV. CONCLUSION 

A scalable transformer network-based RL method for PSIJ 
optimization in HBM is proposed. The proposed method 
provides optimal decap design in on-chip and on-interposer 
PDNs to satisfy the target PSIJ with the minimum decaps. The 
decap optimization NN trained to has the generality is used. 
Thanks to its scalability, the network can provide the 
minimized PDN impedance profile for every decap 
assignment by one fast inference. Thus, the network can easily 
find the minimum number to meet the target PSIJ by 
increasing the decaps. The proposed method is applied to the 
HBM2 I/O interface and successfully provides the solutions. 
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Fig. 3.  Results of the Case #2. (a) Decap assignment result. (b) Ztotal of the
initial and optimized PDN seen at the probing port 1. (c) PSIJ spectrum of
the initial and optimized PDN seen at the probing port 1.  
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Abstract— Previous studies have shown PAM4 signaling is ~ 

3x more sensitive to noise interference comparing to NRZ mode. 

Furthermore, because of the backward compatibility 

requirement, PCIe needs to support both PAM4 and NRZ 

signaling mode. As a result, the crosstalk scenario can be much 

more complicated than a sole signal modulation mode. In this 

paper, we present a thorough analysis for the crosstalk impact 

on PCIe 6.0 link (PAM4) with backward compatibility of 

previous generations, such as PCIe 5.0 (NRZ). Several key 

factors, including voltage swing, equalization, modulation type, 

number of aggressors and port partition or bifurcations, have 

been studied to show their impact on the crosstalk behavior and 

the related effect on the full link performance. This methodology 

will serve as a guideline to thoroughly study the crosstalk impact 

for platforms with PCIe 6.0 links. It is demonstrated that, after 

including all the considered variables about the crosstalk, the 

total degradation could add up to ~22% for EH and ~19% for 

EW. 

Keywords— PCIe 6.0, PAM4, crosstalk, Tx equalization, high-

speed serial links, signal integrity 

 

I. INTRODUCTION 

To continue succeeding in the industry, electronic 
designers need to enable the next PCIe generation, PCIe 6.0, 
at 64 Gbps with PAM4 signaling. It brings several challenges 
[1]. From signal integrity point of view, one of the most 
important topics is the crosstalk impact. It’s well known that 
crosstalk will degrade the receiver capability to interpret the 
information being transmitted, and that it also gets worse with 
the transfer rate increment. The higher the frequency is, the 
higher the undesired coupling could be. 

However, beyond the operation frequency, there are other 
elements contributing and shaping the crosstalk behavior. 
Identify the key elements driving the crosstalk impact is 
critical to take the risk out. This paper puts on the microscope 
the following variables: Tx voltage swing, Tx equalization, 
data modulation and number of aggressors. 

The first variable is defined in the PCIe Base Spec [2] as 
differential peak-peak Tx voltage swing (VTX-DIFF-PP). The 
spec allows a range for this value. The minimum value is 0.8 
V, but it could go up to 1 V (PCIe 6.0 Spec) or 1.2 V (PCIe 
5.0 spec). Taking as reference the 1.2 V, there could exist an 
increment of ~ 50% in the energy being coupled onto the 
neighbors. Given that this is a substantial increment, it 
becomes critical to include this parameter in the analysis. 
Additionally, in a crosstalk scenario where the aggressors and 
victims come from different link partners, such as a near-end 
crosstalk (NEXT) from transmitters to receivers, the voltage 
swings of the PHYs are independent. 

Also, a well-known technique to compensate the signal 
degradation introduced by the channel is by implementing 

TXLE (transmitter linear equalizer), which de-emphasizes the 
low frequency components [3]. Therefore, an aggressor with 
TX Equalization (TXEQ) will transmit less energy comparing 
to without TXEQ case.  Since that, it is expected that less 
energy is coupled to the victims when the equalization is on. 

In addition, before PCIe 6.0, which uses PAM4 coding, 
PCIe links based their operation on NRZ coding. A 
requirement in PCIe Base Spec is the backward compatibility 
[2], meaning that PCIe 6.0 links must be capable to work at 
lower transfer rates like PCIe 5.0 or PCIe 4.0. Besides, it will 
be possible on a platform that the PCIe ports neighboring to a 
PCIe 6.0 port on the same CPU are running at PCIe 5.0 speeds. 
In other words, different ports of a given CPU could operate 
at PCIe 6.0 and PCIe 5.0 simultaneously. This could be 
derived from having different ports or a bifurcated port (which 
adds complexity to the analysis). As result, it is necessary to 
evaluate some scenarios where PCIe 6.0 signals coexist with 
PCIe 5.0 (or other lower transfer rates) signals. In that 
condition, it can be found PAM4 victims surrounded by 
aggressors operating in NRZ mode. 

Moreover, as the demand of I/O bandwidth goes up, it is 
needed to incorporate a higher density of signal pins for the 
IOs. Derived from this, the number of pins coupling energy 
into other pins continue increasing. It is necessary to perform 
an in-depth study to select the number of aggressors that must 
be considered as part of any signal integrity analysis.  

The following section describes the methodology used to 
assess the impact of the 4 parameters mentioned before. Later, 
section III presents the results of the performed experiments. 
Finally, section IV shows the conclusion of the investigation. 

II. METHODOLOGY OF ANALYSIS 

A. Topology 

As an investigation vehicle, it was selected a typical 1-
connector PCIe topology (Fig. 1), where the total end-to-end 
insertion loss (IL) > -32 dB at 16 GHz. The package is 
contributing with -8 dB as is defined by the spec [2], the add-
in-card (AIC) with -8.5 dB and the rest of IL is coming from 
main board. As is usual in many platforms, there is a socket 
between package and main board. Also, there are vias and 
transmission lines making up the main board channel. Finally, 
there is a connector compliant with PCIe 5.0 CEM spec [4] 
(CEM 6 model is under definition). 

B. Choosing the number of aggressors  

Fig. 2 shows a typical example of high-speed IO pin pattern.  

In the north we have Tx pins and, in the south, we have Rx 

pins. These pins will not necessarily be working at the same 

transfer rate, they can operate from PCIe 1.0 to PCIe 6.0 or 

belong to a totally different protocol. The number of 

aggressors will change from case to case. A good ground 
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isolation and favorable pin assigment will always help to 

reduce the number of significant aggressors. After picking the 

victim pair, a good strategy to select the adequate number of 

aggressors it is by looking at crosstalk responses in frequency 

domain. Assuming the configuration depicted in Fig. 2 , it 

was decided to consider 4 far-end crosstalks (FEXT), i.e., 

crosstralk between transmitters, and 3 NEXTs. The directly 

adjacent differential pairs to the victim were selected as 

aggressors (first order aggresion from the geometric point of 

view).  

 

Fig. 1. 1-connector PCIe 6.0 topology. 

 

Fig. 2. Generic high-peed IO pin map.  

C. Data coding 

PCIe 6.0 uses PAM4 coding while the other transfer rates 
use NRZ. When a random bit sequence is transmitted, the total 
energy in a PAM4 coded waveform is 5/9 of NRZ coded 
waveform for the same sequence. Therefore, the energy 
coupled into the victim tends to be higher when NRZ is used 
[5]. This makes modulation an important factor in crosstalk 
analysis.   

The amplitude of a transition between two adjacent levels 
in PAM4 is 1/3 of the signal at NRZ. This has two important 
implications, NRZ signals produce stronger instigations and 
PAM4 signal is more susceptible to noise.  

Assuming the pin arrangement in Fig. 2, a realistic 
configuration could consider that 3 out of 4 FEXTs use NRZ, 
leaving only 1 FEXT operating with PAM4. At the same time, 
all the NEXTs could be working with NRZ coding. This 
configuration can be seen as a worst case. Section III will 
discuss this and other configurations.  

D. TX voltage swing 

The amplitude of coupled noise is directly proportional to 
the strength of the buffer. That is why VTX-DIFF-PP must be 
accounted as a key variable in the crosstalk analysis.   

Latest PCIe spec [2] introduced a change for the maximum 
VTX-DIFF-PP. The new maximum is 1 V, while in the previous 
revision it was allowed 1.2 V. Therefore, to support legacy 
PCIe devices, a maximum of 1.2 V needs to be assumed. As 
consequence, this paper considers Tx pairs ranging between 
0.8 and 1.2 V (PCIe 5.0 compliant), while Rx pairs range 
between 0.8 and 1 V (PCIe 6.0 compliant).  

E. TX Equalization 

Like its predecessor, PCIe 6.0 will use TXLE. Typically, 

full link simulations assumed that aggressors would use the 

same TXLE configuration as the victim. This is true only 

when the aggressors are within the same link. Aggression 

could come from a different PCIE port or a different 

interface. Besides that, when bifurcated, links within the 

same PCIe port can communicate to different devices with 

different topologies. This means that equalization might be 

different even for adjacent lanes. 

As it was stated in section I, when TXLE is off, instigation 

signal will remain at its full strength, allowing to couple more 

energy onto the victim. Then, the extreme condition to be 

tested is when it is chosen the preset Q0 (no equalization) for 

PCIe 6.0 or P4 for the legacy speeds [2]. The opposite case is 

when equalization is on. For the purpose of this paper, it is 

assumed that aggressors within the same link will have the 

same equalization setting as the victim.   

III. RESULTS 

All components in the channel (as shown in Figure 1) 

have been created for full link simulations. Most models are 

created by 3D EM simulator, except the transmission lines, 

created from a 2D simulator. We then simulated the link 

performance based on PCIe 6.0 standard requirements to 

evaluate the impact under different crosstalk conditions, as 

shown in Fig. 3. Each bar represents a different setup for the 

aggressors. The details of each setup are depicted in the Table 

1. For readability, it was bolded the parameter that changes 

from case to case. Notice that the effects have been added 

progressively.  

Crosstalk amplitude is linearly proportional to 

aggressors’ voltage swing. From 0.8 to 1.2 V the crosstalk 

increases by 50%. From PAM4 to NRZ coding, the average 

transmitted energy in aggressor increases as well.  

Collectively, the two effects degraded EH by ~11% and EW 

by ~10% in simulation results (Steps 2-4 in Figure 3 and 

Table 1).  After removing the TX equalization, another ~4% 

drop in EH and ~3% drop in EW are observed (step 4-5 in 

Fig. 3 and Table 1).  Steps 6 & 7 shows the impact of voltage 

swing, modulation and TXEQ impacts on NEXT aggressors. 

Similar phenomena have been observed as FEXT in steps 2-

5.  In addition, the number of aggressors also have an impact 

on the link margin. However, that is specific to a pin pattern 

and component level performance, which will not be 

discussed in detail here.    

IV. CONCLUSIONS 

As analyzed, the backward compatibility of PCIe 6.0 
(PAM4 signaling) and legacy speeds (PCIe 5.0 and early, 
NRZ signaling) can result in multiple crosstalk scenarios, 
which can result in significantly different impact on PCIe 6.0 
link performance. In this paper, we analyzed the crosstalk 
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impact as a function of four parameters: number of aggressors, 
Tx voltage swing, Tx equalization and data codification. The 
results shown that each of these variables has a noticeable 
contribution.   

 

Fig. 3. Margin impact due to different crosstalk assumptions for 1-

connector PCIe 6.0 topology. Bottom eye is chosing since it is the worst case 

among the 3 PAM4 eyes.  

In terms of percentage, both EH and EW degrade 
similarly, even though EH is suffering more. Specific eye 
degradations and limiter will depend on topologies.  The one 
connector topology in this paper is characterized by having 
more difficulties to pass EH spec than EW. However, 
topologies with more transitions, e.g., two or three connector 
topologies, tend to be more constrained in EW.  

Based on the studies in this work, we provide the 
methodology to ensure a correct prediction of the crosstalk 
behavior as following.  

1. The number of aggressors must be a function of the 
pin map, instead of having a predetermined fixed 
number. As first step, the selection can be done based 
on frequency domain analysis and proximity. In case 
of doubt, a single case based on eye margins can be 
conducted.  

2. Once it is known the interfaces (speed and 
configuration) surrounding the lanes under study, it is 
necessary to run analysis assuming that those lanes 
are being driving with the maximum voltage swing 
allowed by the corresponding interface. Figure out the 
right swing used by those lanes would deliver a more 
realistic result.  

3. Also, as extreme case, the TXLE of the aggressors 
should be assumed to be zero. If the TXLE 
configuration is known, then it would be better to 
configure the right TXLE setting to get rid of 
pessimism.  

4. Finally, PAM4 links should be placed away from 
NRZ links. If not possible, it is needed to include the 
right codification in the simulation setup. 
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TABLE I.  DEGRADATION DUE TO DIFFERENT CROSSTALK ASSUMPTIONS FOR 1-CONNECTOR PCIE 6.0 TOPOLOGY. 

Case NEXTs FEXTs EQ (TXLE) Voltage swing [V] Data Coding 
Bottom 

EH [mV] 

Bottom 

EW [UI] 

1 3 4 
NEXT: as victim NEXT: 0.8 NEXT: PAM4 

7.8 0.146 FEXT: as victim FEXT: 0.8 FEXT: PAM4    

2 3 2 
NEXT: as victim NEXT: 0.8 NEXT: NRZ 

7.49 0.141 
FEXT: as victim FEXT: 0.8 FEXT: PAM4 

3 3 4 
NEXT: as victim NEXT: 0.8 NEXT: NRZ 

7.47 0.141 
FEXT: as victim FEXT: 0.8 FEXT: PAM4 

4 3 4 

NEXT: as victim NEXT: 0.8 NEXT: NRZ 

6.91 0.132 FEXT1 to FEXT3: as victim FEXT1 to FEXT3: 1.2 FEXT1 to FEXT3: NRZ 

FEXT4: as victim FEXT4: 0.8 FEXT4: PAM4 

5 3 4 

NEXT: as victim NEXT: 0.8 NEXT: NRZ 

6.63 0.128 FEXT1 to FEXT3: Preset Q0 FEXT1 to FEXT3: 1.2 FEXT1 to FEXT3: NRZ 

FEXT4: as victim FEXT4: 0.8 FEXT4: PAM4 

6 3 4 

NEXT: as victim NEXT: 1 NEXT: NRZ 

6.22 0.122 FEXT1 to FEXT3: Preset Q0 FEXT1 to FEXT3: 1.2 FEXT1 to FEXT3: NRZ 

FEXT4: as victim FEXT4: 0.8 FEXT4: PAM4 

7 3 4 

NEXT: Preset Q0 NEXT: 1 NEXT: NRZ 

6.08 0.119 FEXT1 to FEXT3: Preset Q0 FEXT1 to FEXT3: 1.2 FEXT1 to FEXT3: NRZ 

FEXT4: as victim FEXT4: 0.8 FEXT4: PAM4 
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Abstract—PDN optimization involves selection of capacitors to 

meet the target impedance. This paper uses reinforcement 

learning to solve decoupling stuffing problem based on 

impedance-based reward and then with both impedance & cost-

based reward. It is shown how the agent can be biased when 

trained only on impedance-based reward. Key results including 

attainment of target impedance and overall achieving cost and 

impedance optimized solution are reported. 

Keywords—Reinforcement learning, power delivery network, 

capacitor selection, power integrity. 

I. INTRODUCTION 

Microprocessor power supply requires low power delivery 
network (PDN) impedance peaks. This is obtained via careful 
capacitor (Cap) stuffing in the power integrity design. This 
process of evaluating different decoupling capacitor option 
relies on engineering knowledge, is time consuming and 
typically lacks cost consideration for practical design. 

This paper addresses PDN optimization problem via 
utilization of deep reinforcement learning (RL). This work 
contributes to literature like prior references [1], [2] which too 
address capacitor stuffing using RL in a frequency band. 
Reference [1] features silicon interposer based 2.5D/3D 
integrated circuits; however, it doesn’t account for cost. In [2], 
only the total number of capacitors are used in the reward 
function. This work provides an approach of attaining target 
impedance in a frequency band at the same time ensuring cost-
based stuffing. Paper also features different reward functions, 
states, and possible actions along with techniques to calibrate 
impedance and cost rewards for joint utilization. Training time 
saving techniques like reutilization of previously run 
impedance simulations are also discussed. 

Paper is organized as follows. Section II covers RL 
overview and explains the design problem. Section III provides 
RL results from impedance-based reward and Section IV 
provides results from of cost and impedance-based reward. 
Conclusions are summarized in Section V. 

II. RL AND PDN OPTIMIZATION PROBLEM 

This section provides a brief overview of reinforcement 
learning and its application to a common power integrity 
problem with specific details. 

A. Reinfocement Learning Overview 

RL is a field of machine learning which is gaining significant 
popularity [3]. RL does not use label, unlike supervised learning 
[4], [5]. Instead, it trains an agent (e.g., Q-table, DQN, etc.) via 
interacting with the environment. RL training involves many 
episodes with each episode consisting of many iterations or 
steps. As shown in Fig. 1, during each training step the agent 
takes an action in the environment for which it receives a reward. 
Data including states, action, reward, and next state is stored in 
memory buffer for utilization during training. Agent’s goal is to 
maximize reward during training by striking a balance between 
exploration and exploitation. Finally, after all episodes, an agent 
is learnt which can be used for testing or deployment. 

 
Fig. 1. Reinforcement learning framework. 

B. Problem Description  

This paper addresses a conventional power integrity problem 
of PDN capacitor selection after a touchstone file is extracted 
capturing PCB and/or package parasitics. The process of trying 
different decoupling option is cumbersome, time consuming and 
lacks cost consideration for optimal design. Paper trains RL 
agent to obtain optimal capacitor stuffing.  

    
    (a)                                                         (b) 

Fig. 2. PDN optimization problem: (a) 2D & 3D illustration of extracted 7-
port PDN model (b) circuit representation. 

Fig. 2(a) illustrates 2D and 3D view of the PCB under 
consideration. A touchstone file (.s7p) consisting of a voltage 
regulator module (VRM), capacitors (5 count) and SoC load port 
is generated. PDN impedance profile is defined as the AC 
response obtained via application of 1A AC current at the SoC 
load location. VRM is modeled as a RL element to represent its 
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bandwidth. The circuit details are shown in Fig 2(b). The 
capacitors use a higher order model containing parasitic 
inductance and resistance. 

Fig. 3 shows the optimization target of achieving < 25 �Ω 
in the frequency band of interest [6]. 

 
Fig. 3. PDN optimization goal to meet Ztarget in the deisgn frequency band. 

III. TARGET IMPEDANCE BASED RL LEARNING 

This section covers RL model details, including the results 
from impedance peak minimization and meeting of target 
impedance. 

A. States, Action, and Agent 

The work begins by sorting available commercial capacitors 
in an increasing order of capacitance to create a vector. Then we 
use the index of this vector in RL modeling for any further 
utilization. This is for better interpretability of results via power 
integrity domain knowledge.  

Fig. 4(a) shows the action and state vector details. Action has 
one hot encoding, i.e., at one time one capacitor is changed. 
States are current capacitor index (or effectively stuffing) along 
with Zpeak during the iteration. The used DQN model is shown in 
Fig. 4(b). 

   

  (a)                                                   (b) 

Fig. 4. Model details (a) states, actions and (b) employed DQN agent. 

 
Fig. 5. RL model for impedance reduction factoring peak and target. 

B. Applied RL Approach and Alogorithm 

Fig. 5 shows the RL modeling details. We can see the reward 
(R) details. Iteration reward is sum of two rewards: (a)  ���	
 

which factors reduction in impedance peak and (b) ��	�
��  

which reflects attainment of 25 mΩ impedance.  

     Algorithm 1 illustrates training process, which is done for 
140 episodes each with 20 iterations. A key delta to conventional 
approach is utilization of previously computed Zpeak in order to 
reduce training runtime. Other steps in algorithm are more or 

less consistent with a typical RL model [3]. 

Algorithm 1. DQN Training. 

Memory Initialization: D of size 5000 
Random weights initialization for DQN agent 
for episode = 1, 140 do: 
     for t =1, 20 do: 
 If t=1 do: Initialize state randomly  
 Select action: 

                       �� randomly 
      Otherwise based on DQN policy 
 Execute �� in PDN environment to get states 

       if ����� obtained previously, re-use 

 Compute � 
 Save {Sn, A, R, Sn+1} to buffer 
 Update DQN weights based on MAE 
      end for 

end for 

C. Episode Reward and Test Results 

 
Fig. 6. Episode reward during training without considering cost in the 

reward. 

 Fig. 6 shows each episode’s cumulative reward alongside a 
5-episodes moving average. We see the expected trend of 
increasing reward over episodes. Note the maximum possible 
reward is 80 which the agent could converge to given 
appropriate episodes and perhaps by additional hidden layers in 
DQN network. For intent of this work this training was deemed 
sufficient as will be discussed via agent’s test run results in 
Table I. 

IV. REWARD SHAPING FACTORING IMPEDANCE AND COST 

The approach of minimization of impedance peak as shown 
in Fig. 3 is limiting as it does not factor cost of capacitors for 
practical reasons. Therefore, reward reshaping is needed to 
account for cost of capacitors. 

A. Addressing Cost of Capacitors 

In this approach, capacitor index is proportional to 
capacitance (as in Section III) and cost, however, note that 
capacitor cost depends on many aspects like supply chain, form-
factor and is not only limited by capacitance value. A linear fit 
via least squares approximation is obtained as shown in Fig.  7.  
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Fig. 7. Relative cost vs capacitor index. 

B. Reward Reshaping 

Fig. 8 shows the modification in the reward. Reward now 
considers Rpeak and Rtarget  along with a new reward for capacitor 
cost, Rcost .Constants, � & � are 0.23 and -0.12 respectively 
(refer Fig. 7). For ensuring the numerical range of impedance 
and cost rewards are similar a ‘scaling factor’ � is introduced. 
Finally, a ‘priority co-efficient’ � (�0, 1�) is introduced to decide 
the importance of impedance vs cost during training. An � of 
0.3 was used in the simulations. 

 

Fig. 8. RL model for impedance reduction factoring peak, target impedance 
and cost. 

 
Fig. 9. Episode reward during training considering cost in the reward. 

C. Episode Reward and Test Results 

Fig. 9 shows the episode reward during training with the 
expected trend of increasing reward. The test results for 10 test 
runs using agent from Section III and Section IV are tabulated 
in Table I. Initial state has the random starting point capacitor 
index along with corresponding peak impedance. After the runs 
the results from agent in Section III and Section IV are tabulated 
to its right. Overall, both the agents meet the target impedance 

of 25 �Ω. In some cases, agent from Section III does not meet 
the target impedance. It is observed that this agent learns to 
choose capacitor 5 with highest capacitance value nearest to the 
SoC load depicting a bias originating due to a local minimum. 
This can perhaps be resolved via higher episode count and/or 
adding layers to the DQN network.  Agent from Section IV 
however always meets the target impedance as it is forced to 
explore other minima of the overall solution due to additional 
cost reward. This agent also has a trend of generally choosing 
cheaper capacitors as expected. This can be seen by observing 
the sum of capacitor indices. In some cases, at slightly higher 
cost the agent from Section IV provides a significantly lower 

impedance peak. Also, at times Section IV achieves an equal or 
lower impedance at a higher cost. This can be improved by 

increase the value of � in the model. 

TABLE I.  TEST RUNS ON AGENTS FROM SECTION III & IV. 

# Initial state Agent Section III Agent Section IV 

Initial 
Capacitor 

Index 

Initial 

����� 

[mΩ] 

Predicted 
Capacitor 

Index 

Test 

����� 

[mΩ] 

Predicted 
Capacitor 

Index 

Test 

����� 

[mΩ] 

1 [1,1,1,1,3] 52.5 [2,4,1,1,5] 62.63 [1,1,5,1,3] 16.44 

2 [4,4,1,1,1] 219.23 [4,4,1,1,5] 62.6 [4,4,5,2,5] 10.35 

3 [1,1,2,5,4] 11.43 [1,4,2,5,5] 9.89 [1,1,5,5,4] 9.95 

4 [1,3,4,1,5] 11.62 [1,5,4,1,5] 10.78 [1,3,5,1,5] 10.67 

5 [2,1,4,2,5] 11.67 [2,4,4,2,5] 11.29 [2,1,5,2,5] 10.74 

6 [3,2,5,3,2] 45.16 [3,4,5,3,5] 10.21 [3,2,5,3,4] 12.03 

7 [5,1,1,2,1] 112.46 [5,1,1,2,5] 27.85 [5,1,5,2,3] 16.24 

8 [5,1,4,4,2] 43.37 [5,1,4,4,5] 10.59 [5,1,5,4,4] 10.91 

9 [1,3,2,3,3] 27.6 [1,4,2,3,5] 11.78 [1,3,5,3,4] 11.88 

10 [4,4,3,1,1] 176.95 [4,4,3,1,5] 11.82 [4,4,5,2,5] 10.35 

 
V. CONCLUSIONS 

This paper addresses a common design optimization 
problem of capacitor stuffing in a PDN via use of reinforcement 
learning. Analysis presented shows how reinforcement learning 
can be used to perform impedance peak minimization to meet 
target impedance. The contribution also demonstrates 
accounting for cost of capacitors in reward function to reduce 
both cost and impedance peak to achieve a target impedance. 

This work has practical significance as trying out different 
decoupling combinations is a cumbersome approach. 
Furthermore all PDN network simulations (O ~ nn ) are not 
practical in design process. Therefore, the proposed method can 
be used for determining decoupling stuffing of PDN. From a RL 
model perspective paper proposes a unique approach of saving 
previous Zpeak to speed up training. Finally, it is also shown how 
optimization of impedance and cost can be incorporated via 
reward function. Future work can include to study trained agent 
on degraded PDNs, using more episodes and more powerful 
neural net for training and studies involving variation of priority 
co-efficient �.  
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Abstract— Achieving high speed memory in small form-factor 

and low PCB layer count is critical for tablets designs. This paper 

reports several practical SI/PI design improvements such as PTH 

patterning suited for common memory ball-maps, etc. Simulation 

data showing voltage noises and eye diagrams are presented. 

Finally, measurement data with speeds of 3200 MT/s are provided 

for successful demonstration.  
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I. INTRODUCTION 

Modern tablets have high memory capacity and performance 
requirements.  Tablet designs are always constrained due to 
form-factor (FF) and at times cost constrained depending upon 
end device’s business considerations. Therefore, it is imperative 
to fully utilize available engineering design resources for 
platform electrical solutions. 

Memory interface is seeing an increasing trend in transfer 
rate mainly driven by the growing demands for higher 
bandwidth applications such as video streaming, storage, and 
advanced biomedical sciences[1,2,3]. To obtain higher memory 
transfer rate compared with reference design requires 
improvement in both power integrity (PI) and signal integrity 
(SI) solutions. This is always a challenge in tablet designs due 
to desired cost savings and to support sustainability initiatives. 
This challenge can be addressed by better SI/PI design and take 
key inputs into consideration such as modification of printed 
circuit board (PCB) to better incorporate the memory ball-maps, 
improvements by accounting for JEDEC specs[4], and 
employing different stackup approach.  

This paper presents SI/PI design results in a type-3 six layers 
PCB configuration to achieve LPDDR4x[5] memory speeds up 
to 3200 MT/s, a design improvement over reference design, i.e. 
type-3 10 layers. The paper is organized as follows. Section II 
addresses the problem statement with system targets. Section III 
describes the proposed design improvements. Section IV 
provides electrical simulation and memory validation data. 
Conclusions are summarized in Section V. 

II. PROBLEM STATEMENT 

A. Tablet Design Overview 

Tablet designs are constrained due to smaller PCB FF and 
cost considerations. This typically makes meeting electrical 
design target harder gen over gen due to reduction in PCB FF 
and constrained electrical routing due to larger battery size and 
reduction in layer count. Also gen over gen the speed targets 
increase for all intellectual properties (IPs) making the overall 
design challenging. 

 

Fig. 1. PCB overview depicting CPU, VRM and memory devices. 

 

B. System Targets and JEDEC specifications 

Tablet system target was to achieve speed of 2933 MT/s 
which was based upon a 10 layers reference design. However, 
the layer count requirement was achieving the solution in a 6 
layers type-3 PCB configuration. 

According to JEDEC specification[4], three voltage supplies 
namely the VDD2, VDDQ (also common supply to the central 
processing unit (CPU) Memory IP) and VDD1 are needed to 
power the memory devices. VDDQ and VDD1 supplying to 
memory devices are low current and are easy to design to meet 
specification. Furthermore, the VDDQ is also shared with the 
CPU Memory IP and the noise coupling between CPU and 
memory devices is mitigated with capacitors placed near the 
CPU package (not shown in figure). The focus of this paper is 
on VDD2 which is higher in current and hence requires wider 
spaces to route the power delivery network (PDN) to meet 
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JEDEC spec Vmin of 1.06V and of Vp2p of 45mV for frequencies 

≤ 20MHz at memory device ball grid arrays. 

 

III. MEMORY DOWN CHANNEL DESIGN 

We start by working on the biggest delta of reducing 4 board 
layers for the design. Fig. 2 shows the reference design stackup 
with 10 layers and the optimized stackup with 6 layers. The 
figure also shows the Cu layer assignment for power (both 
VDD2 and VDDQ) and signals. As VDD1 is low current, it can 
be routed as narrow plane and where space is available. 

 

Fig. 2. PCB stackup: 10 layers reference design and 6 layers optimized design 
with dual stackup strategy. 

It was observed from the reference design the plated through 
hole (PTH) patterns can be further improved for better PDN 
quality for the type-3 board – this is depicted in Fig. 3. The signal 
design was improved with clean linear routing in order to avoid 
transition and length asymmetry (see Fig. 4). After changes a 
better SI/PI optimized PTH pattern and surface layer routing was 
engineered. 

(a) Reference Design (b) Optimized Design 

Fig. 3. Comparison one memory device routing and the improved type-3 PTH 
patterning for better SI/PI (VDD2 is output of VRM1, see Fig. 1). 

 

 

(a) Reference Design (b) Optimized Design 

Fig. 4. PCB surface optimized signal routing. 

Dual stackup studies, i.e. regions of PCB to have different 
routing for different interfaces, were performed. In particular, 

stackup assignment under CPU and memory devices were 
changed to enhance the memory signalling. Finally, prepreg 
thickness reduction investigations were made to study trade-off 
between crosstalk and impedance. 

 

IV. SIMULATION AND VALIDATION RESULT 

This section features electrical results from the layout 
changes described in Section III including the post-silicon 
validation data. Electrical studies gave sufficient confidence to 
adopt the design changes. 

 

A. Memory Device Power Integrity 

Simulations were performed to study the power integrity 
differences between 10 layers and 6 layers PCB with dual 
stackup, as shown in Fig. 2, and the PTH optimization, as shown 
in Fig. 3. 

Fig. 5(a) shows the simulation setup for AC and transient 
analyses using the analog circuit simulator HSPICE. The PDN 
is modeled as a sub-circuit s-parameter (for AC) and SPICE 
netlist (for transient) extracted from the physical layout using the 
Cadence Sigrity PowerSI. We excite the PDN by drawing 
current at the four memory devices. Fig. 5(b) shows the 
impedance plots comparing the 6 layers with 10 layers PDN 
designs. We can immediately see the degradation in the low 
frequency or DC-region of the plot. This is due to loss of Cu 
layers. This however does not manifest in memory speed 
degradation due to three reasons: (a) the modeling of Icc(t) 
(current load) uses a burst-idle-bust (BIB) pattern at the highest 
PDN peak[6] which does not factor DC, (b) DC degradation 
manifest in lower nominal DC voltage due to delta from the 
voltage regulator module (VRM) sense to the load, this is 
typically low for memory PDN due to lower current draw 
compared to other high current power supplies like cores and 
graphics and (c) JEDEC requirements are from DC to 20MHz 
range[4] where decoupling can be adjusted to minimize the 
impact. 

 

(a) AC and transient simulation setups. (b) Impedance plots comparing 6 layers 
with 10 layers designs. 

Fig. 5. Power integrity simulation setup and impedance data. 

Fig. 6(a) & (b) show the verifications using transient 
analyses with BIB patterns at 3.6MHz (worst-case) and 20MHz 
frequencies. Here current is applied for each of the four memory 
devices simultaneously. The transients showed the worst-case 
scenario is still within the JEDEC specifications. 
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(a) Transient plot with 3.6MHz BIB 
pattern. 

(b) Transient plot with 20MHz BIB 
pattern. 

Fig. 6. Power integrity transient data. 

 

B. Memory Device Signal Integrity 

For the tablet design it was obvious to use optimized strategy 
with PTH patterning and signal routing. With such optimization 
in a 6 layers configuration and the adoption of the dual PCB 
stackup, investigations showed the signal eye diagram is 
meeting JEDEC specification as shown in Fig. 7(a). Fig. 7(b) 
shows the improved eye-height and eye-width margins with 
reduction in di-electric thickness, which is an advantage to 
thinner tablet design. This finding is consistent with memory 
channel expectation of being cross talk limited. 

(a) 6 layers with optimized PTH, signal 
routing and dual stackup strategy. 

(b) Further reduction in di-electric 
thickness. 

Fig. 7. Signal integrity simulation data. 

 

C. Validation Data 

Validation data at 2933MT/s with all memory stress tests 
performed showed good eye openings for both DQ WRITE and 
READ modes with lower margins seen at READ and therefore 
being the limiter in the design. READ mode is largely dependent 
on the DRAM devices used and therefore the eye performance 
varies from one device to another. Additional validation data 
shows the speed can reach the highest speed with stability at 
3200MT/s. 

The validation coverage was limited and did not cover all the 
process, voltage and temperature (PVT) corners, but all memory 
stress tests were performed. The available data showed good 
passing of eye margins up to 3200MT/s for all four memory 
devices. 

  

(a) 2933 MT/s (b) 3200 MT/s 

Fig. 8. Tx eye diagram for 4 memory devices. 

  

(a) 2933 MT/s (b) 3200 MT/s 

Fig. 9. Rx eye diagram for 4 memory devices. 

 

V. CONCLUSION 

This paper presents memory electrical design details for a 
tablet FF system. Design modification, simulation results and 
validation results are reported with type-3 six layers PCB. 
Memory interface was successfully demonstrated to achieve 
speeds of 3200 MT/s. 
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Abstract— In this paper, the coaxial and shielded-twisted pair 

(STP) cables with intra-pair skew was analyzed by frequency 
domain analysis method by the equations in close-to-real intra-
pair skew setup for high definition multimedia interface (HDMI) 
interface. For the high-speed interface, the intra-pair skew has 
become critical factor in terms of signal integrity. Heretofore, the 
intra-pair skew has not been commonly investigated in frequency 
domain for the high-speed data rate. To verify the intra-pair skew 
impact on the high-speed interface, the intra-pair skew location 
was distributed in the coaxial and STP cable assemblies for the 
real cable setup. Next, the skew impact was verified using 
frequency domain analysis and the eye-diagram. As the result, by 
the frequency-domain analysis, the differential loss and the mode 
conversion of coaxial cable assembly deteriorated due to the intra-
pair skew, but STP did not deteriorate. Furthermore, the eye-
diagram of the coaxial cable assembly with skew had smaller 
opening than without any skew, but of STP had little change. 

Keywords— Eye diagram, Mode conversion, High definition 
multimedia interface (HDMI), High-speed cables, High-speed 
interface, Intra-pair skew, Signal integrity,  

I. INTRODUCTION 
Recently, the display market such as 4K/8K/Smart TV and 

high-end portable laptop has increased dramatically for the 
demand of high-quality video by the consumers. In market, 
high definition multimedia interface (HDMI) cables are 
commonly used for the TVs and the laptops. For 12 Gbps 
HDMI 2.1 interface, signal integrity (SI) performance has to be 
guaranteed to transfer data without bunch of distortion. A few 
of general SI performance criterion are insertion loss, crosstalk, 
electromagnetic interference and so on [1], [2]. Nowadays, the 
intra-pair skew has become one of the critical issues since the 
data rate has increased. Therefore, it is invaluable to analyze the 
intra-pair skew impact on high-speed cables for HDMI 
interface and the developing next-generation interfaces.  

The definition of intra-pair skew is time gap between P and 
N channel. The intra-pair skew is occurred in unbalanced signal 
pair caused by inhomogeneous dielectric material, length 
difference, weave effect and so on [3], [4]. Since the intra-pair 
skew causes fatal mode conversion, the electrical performance 
has been distorted as the data rate has increased. To verify the 
intra-pair skew effect on high-speed serial link interface, 
various research has been proposed and investigated [3-7]. The 
previous works verified severe effect of the skew impact on 

high-speed serial link in frequency and time-domain. However, 
most of studies did setup the skew as a lumped skew which was 
located either end of the cables. Furthermore, the tendency of 
the skew in frequency domain was not clarified on the previous 
papers. And the characteristics of coaxial and STP cables for 
the interfaces were not compared in the other papers. Therefore, 
it is necessary to scrutinize the electrical characteristic of the 
coaxial and STP cables and the intra-pair skew impact on high-
speed serial interface such as HDMI. 

In this paper, the electrical characteristic and eye-diagram of 
the coaxial and STP cables were verified with the intra-pair 
skew in frequency and time domain. The coaxial and STP 
cables were designed using HFSS 3D simulation tool shown in 
Fig. 1(a) for the accurate close-to real skew generation. In 
addition, in Fig. 1(b), the skew was distributed on the cables for 
the real unbalanced cables. Therefore, the intra-pair skew 
impact on the both type of HDMI cables was compared and 
verified by using the accurate setup and method.  

(a) 

 
(b) 

Fig. 1. (a) The model of the shielded-twisted cable (STP) and the coaxial cable 
for the intra-pair skew analysis in the frequency domain and the eye-diagram. 
(b) The intra-pair skew was distributed in the STP and coaxial cables for close-
to-real setup. In real case, the intra-pair skew was not located either end of the 
cables as a lumped skew.  
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II. FREQUENCY-DOMAIN INTRA-PAIR SKEW ANALYSIS AND 
EYE-DIAGRAM OF COAXIAL, STP CABLES AND ASSEMBLIES ON 

HDMI INTERFACE 
As depicted in Fig. 1(a), the model of the coaxial and STP 

cables are designed by the parameters with 50 Ω matching. The 
coaxial cable had smaller diameter (39 AWG) than the STP 
cable (36 AWG) for coaxial cable’s flexible and thin 
characteristics. Therefore, for the precise comparison of each 
cables, the coaxial cable and the STP cable were designed as  
2 m and 4 m respectively to have similar insertion loss.  

The skew value was designated as about 40 ps which is 0.5 
UI. 1 UI is 83.3 ps for 12 Gbps of HDMI 2.1. Fig. 1(b) shows 
that the intra-pair skew was located between the segment of 
each cables. Since the skew was distributed and segment length 
of cables was 0.1m, each skew level was 2 ps and 1 ps for the 
coaxial and STP cables respectively.  

For the frequency-domain analysis, the equations for the 
skew calculation is needed. As port is depicted in Fig. 1(b), 
S2d1 means that relationship between incident differential 
wave at port 1,3 and received single wave at port2. S4d1 has 
same meaning instead of single wave port4. S2d1 and S4d1 is 
called the modified mixed-mode insertion loss. The equations 
are derived from the modified mixed-mode S parameter [5-7]. 

12 1 ( 21 23)
2

S d S S= -              (1) 

14 1 ( 43 41)
2

S d S S= -              (2) 

S2d1 and S4d1 contain the coupling information between P and 
N channels. Therefore, to calculate the intra-pair skew between 
P and N channels, the skew is calculated from the phase 
differences between S2d1 and S4d1. 
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For the differential loss of 4 port transmission line, the loss 
can be written as (4) using equations (1), (2). 

121 ( 2 1 4 1) cos( ( ))
2

SDD S d S d f skew fp= + × × ×   (4) 

1SDD21 = 0 if  
2 ( )

f
skew f

=
×

           (5) 

The resonant frequency of the dip on SDD21 can be estimated 
using the equation (5) when the intra-pair skew is happened. 

Fig.2 shows the intra-pair skew impact on the coaxial cable 
and STP cable. Fig. 2(a) demonstrates the coaxial cable with 40 
ps skew had constant 40 ps skew in frequency-domain. In 
addition, the cosine equation (4) had zero value at 12.78 GHz. 
At this frequency, SDD21 of the coaxial cables with the skew 
had a resonant dip which magnitude was even -65 dB. 

In contrast, in Fig. 2(b), the intra-pair skew in frequency-
domain of the STP cable represented 40 ps value only at DC 
frequency and approached to zero value with fluctuation. Due 
to the tightly-coupled characteristic between P and N channels 

in STP cable, the intra-pair skew was coupled to the other 
single-ended channel and the phase difference of modified 
mixed-mode insertion loss became zero. Furthermore, the value 
of cosine had constant 1 value in all frequency range. Therefore, 
SDD21 without and with the intra-pair skew were same. 

Fig. 3 shows the differential loss and the mode conversion of 
the coaxial and STP cable assemblies with connectors when  
40 ps skew is implemented or not. As shown in Fig. 3(a), 
SDD21 of the coaxial cable with the skew had large dip at 12.78 
GHz which was calculated using the equations and verified in 
Fig. 2. Besides, since the cables were made in unbalanced cable, 
the mode conversion level increased by the intra-pair skew. On 
the other hand, SDD21 of the STP cable assembly did not have 
any dip and was not distorted by the intra-pair skew. In addition, 
even the STP cable was being unbalanced cable by the adding 
skew, the mode conversion had little change compared to the 
mode conversion without the skew.  

 
(a) 

 
(b) 

Fig. 2. Frequency-domain analysis of 40 ps intra-pair skew on (a) coaxial and 
(b) STP cables only. 
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For eye-diagram simulation of HDMI interface, ADS circuit 
tool with 1-tap DFE adaptation and Continuous Time Linear 
Equalization (CTLE) function was used. As shown in Fig.4, in 
the coaxial cable assembly case, the eye with the skew had 
smaller eye opening than the eye without the skew due to the 
decrease of SDD21. The eye width and height were decrease by 
7 ps and 77 mV respectively. In contrast, the eye opening of the 
STP cable assembly did not have change depending on the skew.  

III. CONCLUSION 
In this paper, the coaxial and STP cable model were 

proposed and used for the accurate intra-pair skew generation 
and unbalanced cable design. The intra-pair skew was located in 
distributed position between the each segment of the cables for 
the real cable skew cases. For the coaxial cable, due to 
uncoupled characteristic of the cable, the intra-pair skew 
represented in frequency-domain and demonstrated that the 
differential loss, mode conversion and eye-diagram was 
degraded. For the STP cables, even the intra-pair skew was 
implemented to P channel, it seemed there were not any skew in 

cables. It was verified that the intra-pair skew fluctuated in 
frequency-domain and approached to zero value. Furthermore, 
the eye-diagram was not distorted by the skew.  
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(a) 

 
(b) 

Fig. 3. Frequency-domain analysis of 40 ps intra-pair skew on (a) coaxial and 
(b) STP cables assemblies.  

Fig. 4. The eye diagram of the coaxial and STP cable assembly with intra-pair 
skew and without intra-pair skew.  
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Abstract— With increasing bandwidth and higher 

transmission data rates in each generation, routing density in 

motherboards especially under module area have also increased 

proportionally. Maintaining signal integrity of high-speed 

channels under such dense routing conditions is becoming more 

challenging in each new product generation. This paper shows 

how via to trace coupling in under LGA area can give rise to 

increased NEXT values thereby causing channel margin loss and  

failure at high data rates. 

I. INTRODUCTION  

In every generation of server computers, high speed buses 
evolve drastically with increasing speeds of operation and larger 
data bandwidths. With higher operating frequencies in each 
generation, as the structural dimensions become proportional to 
the wavelengths, many propagation effects through PCB 
laminates, factors which could have been ignored as higher 
order effects only one generation prior become serious 
constraints, e.g. see [1]. In a high-speed channel’s physical 
design, maintaining signal integrity involves controlling these 
major aspects like loss, impedance match, noise immunity and 
crosstalk. Dense wiring areas especially through via fields need 
to be carefully planned as crosstalk becomes more likely and can 
cause channel failure without upfront mitigation through design 
rules and this has been an active field of research [2],[3]. 
Coupled noise increases with frequency and becomes a 
fundamental barrier towards maintaining the desired data rates 
at the acceptable bit error rates and jitter tolerances. This paper 
focuses on a specific type of near end cross talk effect (NEXT). 
The authors show how coupling effect from a field of aggressor 
differential via pairs to a differential stripline victim trace could 
easily stifle channel performance. While the effect is expected, 
the denser layouts needed to handle larger number of high-speed 
lanes in successive generations in addition to higher speeds of 
operation make such crosstalk coupling scenarios almost 
inevitable and some investigations are being seen in recent 
literature [4].  Studies like in this paper provides some baseline 
to make decisions and rules of thumb on how much coupling 
may be allowed in the layout while still maintaining signaling 
performance goals. This can be useful towards cost control 
during the layout phase. The effects shown here would depend 
very much on the topology and each scenario in successive 
generations would need detailed analysis to avoid potential 
channel failures in future high-speed channels. As such, studies 
like this will become an important part of the PCB design 
process in successive generations. 

    

Figure 1. Topology of a 32 Gb/s CPU to CPU high speed channel. 

II. CROSSTALK FROM VIA TO TRACE COUPLING 

In this paper the authors show the effect of crosstalk 
coupling from a via-field of aggressors to a victim differential 
trace. We consider here a generic topology where signaling 
occurs between two processors on a motherboard. A cartoon 
representation of the topology is shown in Fig. 1. The victim net 
carries the signal from CPU1 (TX side) to the CPU2 (RX side). 
The path includes package wiring, HLGA transition into PCB 
and under package area wiring on both TX and RX side CPUs 
and PCB open area wiring in between. The aggressor nets start 
at the opposite side CPU2 i.e., receiving end of the victim signal 
and end at CPU1. The coupling and crosstalk which is the focus 
of this study occurs at the victim net’s receiver side pin area 
wiring under the package where the victim is made to pass 
through a via field of aggressor differential pairs inducing a near 
end crosstalk coupling to the victim trace near its receiving end. 

This channel was modeled and simulated to see the crosstalk 
effects. Further, a test setup representative of the above topology 
was also used to generate experimental data and perform some 
qualitative correlations. The modelling and measurement results 
are presented in the following sections. 

III. MODELING & SIMULATION STUDIES 

The modeled topology included the following: 30mm of 
package wiring at CPU1 side; the PCB wiring was done on 
Megtron-6 like material with total length of 15.7”. Of that, 0.4” 
of wiring was in the under-package pin area at CPU1 and 1.7” 
in the under-package pin area under CPU2. The PCB had PTH 
vias with maximum stub length of 15 mil. The crosstalk effect 
studied occurs in the latter pin area of the victim’s receiver side. 
Finally, there is about 40 mm of package wiring at CPU2 side. 
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Full channel 3D modeling was done using ANSYS HFSS. Each 
subsection mentioned above were modeled separately and then 
s-parameters were cascaded to generate the full channel model. 
In this topology, the operational data rate was 32 Gb/s, hence the 
fundamental frequency is 16 GHz. The s-parameters were 
generated from 20 MHz to 50 GHz, in steps of 20 MHz. Thus, 
the model captures the signaling effect up to the third harmonic. 
The full channel had one victim differential pair, eight 
differential pairs as far end crosstalk (FEXT) aggressors and 
another nine differential pairs as near end crosstalk (NEXT) 
aggressors. All the differential pairs were designed with the 

target onboard differential impedance of 85 . The differential 
insertion and return losses (DIL and DRL respectively) of the 
victim channel have been plotted in Fig. 2. At the operating 
frequency, the DIL of the channel is 24.6 dB. 

The victim net is made to pass through a via field of nine 
differentially paired NEXT aggressors as shown in the Fig. 3 
below. This occurs at the under-package pin area at the receiving 
end (CPU2). The aggressor vias have a breakout layer lower 
than the victim trace layer in the PCB. Ideally such via fields 
need to be avoided completely. However, in a tightly packed 
escape region, in practical scenarios complete bypassing may be 
unrealizable due to the combined global constraints which are 
applicable while designing the PCB layout. It would be 
interesting to know how many such via pairs could be 
encountered by the victim channel before its performance 
breaks. 

 

 

Figure 2. Frequency response of the victim channel 

The structure in Fig. 3 was modelled in HFSS to calculate 
the crosstalk coupling from the via pairs to the victim in this 
section. This effect is shown in Fig. 4 where the power sum of 
near end crosstalk (PS_NEXT) from this section is plotted as the 
aggressor via pairs are turned on sequentially. As expected, the 
PS_NEXT from the via field can be seen to proportionately 
increase as the via pairs are sequentially turned on. This increase 
in PS_NEXT would have negative effect on the channel 
performance. To capture the extent of this degradation on the 
actual performance, a time domain transient simulation was 
performed on the full channel to observe the effect on the eye 
opening.  

As mentioned earlier, the s-parameters for the full channel 
were generated through 3D modeling. These were then used in 
IBM’s proprietary tool HSSCDR to perform time domain 
simulations and obtain eye opening values. To maximize the eye 
opening, the transmitters have FFE equalization (with 2 taps 
including 1 precursor) while the receiver has CTLE and DFE 
capabilities. The simulation was performed in statistical mode 
and the eye openings were recorded at a bit error rate (BER) of 
10-15. There were 32 CDR steps per unit interval. 

The NEXT aggressors were turned on sequentially. Eye 
simulations showed a proportional decrease in the eye opening 
as the aggressors were sequentially turned on. With a single 
aggressor turned on, the horizontal eye (Heye) opening was  
33.2%UI. The eye margin reduced by about a percentage each 
time a new aggressor was turned on. With all the NEXT 
aggressors turned on simultaneously the horizontal eye opening 
reduced all the way to 25.2% UI. The crosstalk from the HFSS 
model thus shows direct correlation with the full channel time 
domain eye simulation values. The simulation results, i.e. the 
eye margin values are tabulated in Table-1 below.  

Generally, this eye reduction value would depend on the 
relative strength of the victim and aggressor signals. In long and 
lossy channels, the NEXT aggressors would be stronger, and it 
would be expected that the %UI reduction per via pair would be 
larger. The converse would also hold true. More importantly, 
based on a specific topology, such a scenario can be modeled 
and simulated to estimate the eye-opening reduction per via pair 
and wiring guidelines could be created on how many via to trace 
couplings could be allowed in a given topology during the PCB 
physical design phase. 

 

  

Figure 3.  Victim channel (differential trace) passing through a via field of 

aggressors at the receiver side pin area wiring under CPU package. The 

victim passes in between the ‘p’ and ‘n’ vias of the differential aggressor 

nets 

IV. MEASUREMENTS 

The experimental setup used to perform a qualitative 
evaluation of NEXT coupling from via pairs to the trace is 
described in this section. To generate the measurement data, a 
setup similar to that shown in Fig. 1 was used. At the receiver 
end (CPU2), bathtub curves were collected and compared for 
two scenarios: a) once with the NEXT aggressors turned off and 
then b) with all NEXT aggressors turned on. The FEXT 
aggressors remain turned on in both cases. The eye opening is 
measured in terms of ‘open ticks’. In this setup, 64 ticks 
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represent a 100%UI Heye opening, thus having 63 steps in a unit 
division and the available resolution (of Heye opening) is 
~1.6%UI per tick or division. 

  

Figure 4. Power sum of crosstalk as via pairs are sequentially incorporated 

into the power sum. 

 

Table 1 Eye simulation results: Heye progressively decreases as NEXT 

aggressors are turned on sequentially 

No. of 

Aggressor via 

pairs turned on 

Horizontal 

eye width 

(%UI) 

Vertical 

height (mV) 

0 33.2 51 

1 32.1 49 

2 31.1 46 

3 30.2 44 

4 29.3 43 

5 28.3 42 

6 27.4 40 

7 26.3 38 

8 25.2 35 

 

 
The measured bathtub curves are plotted together in Fig. 5 

below. The x-axis represents the measured time steps at the 
receiver CPU2 (‘open ticks’). Without the aggressors turned on, 
the bathtub showed 12 ticks at BER-12, which equates to a 19% 
UI Heye opening. With all the NEXT aggressors turned on, the 
bathtub shows about 6 ticks which would equate to 9.5%UI 
Heye opening. It is worth noting that in the bathtub curve with 
all aggressors ON, there is no data point recorded at BER-12 
which suggests that no bit error was reported at that level. Hence 
the nearest available datapoints to BER12 level were used to 
calculate the minimum horizontal eye width from the bathtub 
curve. The drastic eye reduction is caused by the crosstalk 
coupling from the via field of aggressors to the victim trace. The 
effect is magnified as the aggressors are ‘near end’, being 
located at the pin area near to the receiver (CPU2) of the victim 
channel. Thus, at the coupling area, the aggressor signal strength 
is stronger than the victim signal. Also, turning all the aggressors 
on, the total Heye reduction was about 9.5%UI meaning about 
1.05% horizontal eye reduction occurred per aggressor being 

turned on. This follows very closely the pattern observed in the 
simulation results which showed about 1%UI Heye margin 
reduction per aggressor. 

 

 

Figure 5. Experimental data: Bath-tub curves are shown at victim channel’s 
receiver end with and without tuning on the via field of NEXT aggressors.  

V. CONCLUSION 

This study showed the effect of near end crosstalk from via to 

trace coupling on a high-speed channel. The study was 

performed at 32 Gb/s data rate. With increasing operational 

bandwidths and data rates, the crosstalk from via to trace 

coupling has increased impact on the eye margins especially if 

the coupling occurs near the receiver end. The effect on eye 

opening is studied when the victim trace passes through a field 

of aggressor differential vias in the pin area wiring under its 

receiver CPU package. The effect will depend on multiple 

factors, such as the relative signal strengths of victim and 

aggressor signals, escape layer arrangement between the 

aggressors and the victim trace, the topology of the high-speed 

net, data rates of operation etc. As wiring density increases with 

each generation, sometimes avoiding such via fields become 

hard to implement. Modeling and simulation studies become 

important to determine the extent to which such via to trace 

coupling can be tolerated while maintaining the target channel 

performance. 
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Abstract—This paper demonstrates a method to extract
impedance-attenuation corners of a stripline with user-prescribed
confidence levels. This is done using a sparse-grid-based surrogate
model to quickly generate vast Monte Carlo datasets from which
the impedance-attenuation distribution is calculated. Ellipses are
fit to this distribution as equi-density contours to enclose a
proportion of the solution data. Appropriate corners can be
read off these ellipses and applied to broadband simulation.
The results are compared against three measured test coupons,
showing capability to analyze a PCIe Gen. 5 link. Realistic
modeling of geometries and material variations is emphasized.

Index Terms—corner model, sparse grid, Monte Carlo

I. INTRODUCTION

Electrical interconnect performance is becoming increas-
ingly difficult to characterize and control as the demand for
fast data rates grows. Imperfect manufacturing processes
lead manifested designs to not possess their intended physical
properties and provide uncontrollable variation in performance
characteristics. Interconnect characterization based on the
nominal design is thus unrealistic. The worst-case behavior
can be studied but represents a performance outlier. Corner
modeling is a way to capture realistic variation from the
nominal behavior. Current corner modeling algorithms rely on
fast but unreliable boundary scan methods or expensive Monte
Carlo (MC) procedures [1], [2].

The method proposed by this paper combines the best of
both approaches by creating a surrogate model that accurately
and efficiently maps cross-section and material parameters to
corresponding attenuation and impedance (α,Z0) values. This
model is used to generate vast amounts of MC data, which is
then binned into a 2D density. Ellipses centered on the nominal
solution are fit as effective equi-density contours using an iter-
ative algorithm. The high/low impedance/attenuation (HZLA,
LZLA, HZHA, LZHA) corners can be read from the contour,
and the corresponding parameter configurations can be found
easily. They are then inputted to Ansys 2D Extractor for
broadband S-parameter extraction and eye diagram simulation.

Section II introduces the EM simulation methodology, the
surrogate model development, the contour fitting and the
corner identification algorithm. Section III discusses the results

This material is based upon work supported by the National Science
Foundation under Grant No. CNS 16-24811 - Center for Advanced Electronics
through Machine Learning (CAEML) and its industry members.

978-1-6654-5075-1/22/$31.00 ©2022 IEEE

of the procedure and the eye characteristics of each calculated
corner, with concluding remarks offered in Section IV.

II. THE CORNER MODELING PROCESS

A. EM Simluation & Parameter Variation

The corner location procedure will be done using both a
single-ended and a differential stripline, defined in Table I and
Fig. 1. These models are solved with Ansys 2D Extractor at a
single frequency to extract the RLGC parameters. The single-
ended line’s attenuation α and characteristic impedance Z0

can be calculated at solution frequency f = 20GHz via

α = Re [(R+ jωL)(G+ jωC)] , (1)

Z0 = Re [(R+ jωL)/(G+ jωC)] , (2)

where ω = 2πf . The differential impedance for the two-line
structure is found by extracting RLGC for the left half of
Fig. 1(b) and doubling the calculated impedance from (2). The
attenuation is found directly from (1). Placing a conducting
boundary as shown rejects all common-mode fields.

The 2D models are built to reflect consequences of realistic
manufacturing procedures, including a trapezoidal conductor
with angle ϕ to model chemical etching effects and holding
pitch s+w constant due to tight photolithography tolerances.
The dielectric constant ϵr and tangent delta tan δ were mea-
sured at 20GHz using short pulse propagation (SPP) [3].

A parameter ξ with a symmetric tolerance ξ = µ ± 3σ
is modeled as a Gaussian random variable with mean µ and
standard deviation σ, i.e. a parameter’s tolerance represents its

TABLE I
PARAMETERS & TOLERANCES

Name Symbol Nominal Tolerance Unit
Perm. ϵr 3.25 +0.25/-0.15 -

Loss Tan. tan δ 0.00325 +0.0024/-0.0020 -
Thickness t 0.6 +/-0.1 mil

Width w 4.7 +/-0.6 mil
Prepreg size h1 4.2 +/-1.0 mil

Core size h2 4.0 +/-0.7 mil
Pitch s+ w 9 -∗ mil

Gnd. width wgnd 200 - mil
Gnd. thick. tgnd 1.2 - mil
Edge angle ϕ 78.23 - deg
Cu resist. ρ 1.9 - µΩ-cm
∗A dashed tolerance represents a fixed parameter.
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Fig. 1. Cross section of single-ended (a) and differential-mode (b) striplines.
Conducting boundary can be used for efficient differential-mode impedance
extraction.

3σ value. Asymmetric parameters, e.g. ξ = µ+3σ2/−3σ1, are
modeled with a modified Gaussian distribution, characterized
by probability density function with a spread of σ1 below and
σ2 above the center value µ:

f(u) =
2

(σ1 + σ2)
√
2π

exp
(
− (u−µ)2

2σ2
1

)
, u ≤ µ,

exp
(
− (u−µ)2

2σ2
2

)
, u > µ.

(3)

B. Sparse Grid Surrogate Model

Surrogate modeling provides a way around the computa-
tional expense of MC simulation. The Tasmanian software
package allows creation of such a model based on sparse
grid collocation [4]. The sparse grid is a set of points in the
design space that serves as a high-dimensional interpolation
grid. Simulations can be run for each point in the grid, and the
results can be interpolated. This interpolation can be evaluated
in a split-second, and yields a good approximation to the 2D
simulation of the same input. Details can be found in [5].

Interpolations for α and Z0 at 20GHz are formed by
simulating RLGC for each point on the sparse grid with
2D Extractor and interpolating the calculated (α,Z0) over
the sparse grid. Several surrogate models were tested against
4,000 MC datapoints, which each model computed in less than
110ms with mean errors less than 1% and 0.1% in α and Z0,
respectively, demonstrating the sparse grid’s reliability. The
selected model used a precision 3 ‘level’ grid based on the
Clenshaw-Curtis rule, taking 389 simulations to form, which
is a one-time cost similar to a boundary scan [1].

C. Fitting the Equi-Density Contour

Locating the corners begins by first finding the distribution
of (α,Z0) based on parameter values from Table I. This is
done with a massive MC batch to be run with the surrogate
model. This paper uses two million samples, a job that would
take 2D Extractor days to calculate but the surrogate model
can perform in seconds. The distribution can be approximated

by binning the (α,Z0) scatter data into nx × ny = 200× 200
cells and counting the number of solutions lying within each
cell. The resulting density histogram resembles a hill peaking
near the nominal solution. The shape and orientation of the
distribution is due to the near-Gaussian input parameters
and the slight nonlinear dependence of (α,Z0) on the input
parameters. This histogram can be characterized by equi-
density contours, as in a topographical map. The histogram’s
shape suggests the ellipse as a good equi-density contour.

Three coordinate systems are defined to help identify the
ellipse: (α,Z0) is the main working system, (x, y) results from
centering and normalizing (α,Z0), and (η, ν) is a version of
(x, y) rotated by θf so the η axis aligns with the semimajor
axis of the ellipse, as summarized in (4) and (5). Attenuation
and impedance ranges are denoted ∆α and ∆Z0.

R =

(
cos θf − sin θf
sin θf cos θf

)
, M =

(
∆α/nx 0

0 ∆Z0/ny

)
,

(4)(
α
Z0

)
=

(
αnom

Z0,nom

)
+M

(
x
y

)
,

(
x
y

)
= R

(
η
ν

)
. (5)

The ellipse will lie in (α,Z0) space centered on the nominal
solution (αnom, Z0,nom). Its orientation can be found by first
specifying a threshold percentage of the peak density, like an
equipotential contour on a topographical map. A sweep of
the angle from the x-axis, θ, tracking the distance r to the
prescribed threshold in (x, y)-space is fit into (6). The tilt angle
θf and semimajor/minor axes a and b thus can be recovered.

r2(θ) =

(
cos2 (θ − θf )

a2
+

sin2 (θ − θf )

b2

)−1

. (6)

This procedure is iterated by lowering the threshold until
the ellipse encloses a certain proportion of the solution data,
i.e. a given inclusion rate. A solution’s inclusion within the
contour can be tested by evaluating the face equation of (7)
after appropriate transformation to (η, ν) using (4) and (5):

contour:
η2

a2
+

ν2

b2
= 1; face:

η2

a2
+

ν2

b2
≤ 1. (7)

D. Corner Identification

The corners can be read off this ellipse through any desired
means. This paper employs a procedure based on [1]. The
ellipse can be bound by a rectangle sharing its extreme α and
Z0 values, i.e. α = αnom ± δα, Z0 = Z0,nom ± δZ0. The
impedance is then scaled by C = δα/δZ0 after shifting to the
origin, which stretches the rectangle into a square of length
2δα and scales the ellipse impedance extrema to ±δα. The
corners are read as each intersection of the ellipse and the
diagonals of the square, reverting to (α,Z0) using the scaling.

III. NUMERICAL EXAMPLES

The procedure outlined in Section II was applied to single-
ended and differential models with 1σ, 2σ and 3σ inclusions
(68%, 95% and 99%). The corners were located using the
scaling method, as shown in Fig. 2 for the 3σ differential
case. The three differential-line ellipses are shown with the
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MC scatter data in Fig. 3. Table II lists the parameters for each
3σ corner, each behaving as expected; low-Z corners share
high widths, low-A corners share low loss tangents.

Three test coupons were measured for model validation. The
(α,Z0) of each coupon was found using VNA measurements
and simulated TDR, and are plotted in Fig. 3. Each fall within
the 2σ contour, demonstrating the inclusion as a confidence
in the performance of a manufactured board. The four 3σ
corners were run in a broadband simulation to compute their
S-parameters as 7cm lines. The dielectric was modeled with a
multipole Debye fit based on measured data [6]. The insertion
losses of each model, summarized in Table III, are compared
at the fundamental frequencies of PCIe Gen. 4 and 5 (8
and 16GHz, respectively), and the material characterization
frequency of 20GHz. The corners form a bound on the
insertion loss, bounded below by HZLA and above by LZHA.

The eye was simulated using a PRBS-23 sequence with a
rate of 32Gbps and a 7ps rise/fall time, to emulate the line as
a PCIe Gen. 5 link. The results are summarized in Table IV.
The high-A corners showed the smallest eye heights. The eye
width sensitivity is accentuated by the line length, showing
low sensitivity in general. A similar bounding on the eye
characteristics based on the inclusion level is expected.

Fig. 2. Differential-line 3σ-inclusion ellipse and bounding square in
scaled/centered attenuation-impedance space.

Fig. 3. Samples of differential-line MC data with derived equi-density
contours and corners for 1σ, 2σ and 3σ inclusion.

IV. CONCLUSION

The proposed corner modeling scheme is capable of charac-
terizing PCIe Gen. 5 interconnect performance. A well-trained
surrogate model makes the process as expensive as a boundary
scan. The scheme offers flexibility in the precise control
of the inclusion rate. The simplicity of the contour choice
allows for easy implementation while maintaining accurate
results. Further work may include a more robust density-
finding algorithm based on kernel density estimation.
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TABLE II
3σ CORNER PARAMETER CONFIGURATIONS

Param. ϵr tan δ t w h1 h2

Unit - - mil mil mil mil
Differential (fixed 9mil pitch)

HZLA 3.25 0.00170 0.607 4.47 5.25 4.15
LZLA 3.23 0.00159 0.689 4.98 3.79 4.13
HZHA 3.22 0.00503 0.591 4.42 4.45 4.24
LZHA 3.26 0.00449 0.605 4.82 3.29 4.07

Single-Ended
HZLA 3.12 0.00190 0.633 4.43 4.66 4.20
LZLA 3.34 0.00155 0.576 5.11 3.80 4.20
HZHA 3.43 0.00472 0.650 4.43 4.78 4.56
LZHA 3.23 0.00461 0.646 4.80 3.36 4.10

TABLE III
INSERTION LOSS COMPARISON AGAINST MEASUREMENT

Insertion loss (dB)
f 3σ Corners Measured

(GHz) HZLA LZLA HZHA LZHA #1 #2 #3
8 1.15 1.42 1.36 1.67 1.31 1.30 1.26
16 1.82 2.20 2.21 2.69 2.13 2.08 2.06
20 2.14 2.42 2.65 3.02 2.52 2.44 2.45

TABLE IV
EYE CHARACTERISTICS OF 7CM & 20CM LINE

7cm line 20cm line
Height (mV) Width (UI) Height (mV) Width (UI)

Nominal 379.34 0.9202 247.58 0.7545
HZLA 385.15 0.9261 260.61 0.7725
LZLA 368.73 0.9202 242.02 0.7345
HZHA 347.85 0.8603 213.38 0.7345
LZHA 355.33 0.9022 180.10 0.6826
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Abstract—An approach for generating time-varying linearized
macromodels of analog circuit blocks is presented. These models
can be used to perform fast small-signal analyses characterized
by nonstationary operating conditions, thanks to their certified
stability. We validate the proposed approach by performing post-
layout simulations of a Low DropOut (LDO) voltage regulator,
in view of power integrity assessment applications.

I. INTRODUCTION

Analog Circuit Blocks (CBs) are fundamental components
in virtually all electronic systems. When considered in ad-
vanced design stages, the behavior of these components is
properly described in terms of large equivalent netlists that
must take into account both the semiconductor models and the
electrical characterization of the parasitics due to the circuit
layout and packaging. As the number of CBs involved in
modern Systems-on-Chip (SoC) and Systems-in-Package (SiP)
is usually large, straight exploitation of such accurate yet
complex descriptions within system-level simulations is often
unfeasible due to an excessive computational cost. Thus, the
availability of behavioral models for this kind of components
is highly desirable [1], [2].

This contribution focuses on the generation of macromodels
for CBs operating under small-signal conditions, character-
ized by a nonstationary working point. The latter can be
determined, e.g., by changes of the system operation mode
performed for the sake of energy management. The approach
relies on the generation of a Linear-Parameter-Varying (LPV)
reduced order model that approximates the local dynamics of
the original system around its dynamic working point, as it
evolves within prescribed limits [3]. The model is generated
starting from samples of the circuit small-signal transfer func-
tion, retrieved in correspondence of a finite number of admissi-
ble bias configurations. Model parameterization is performed
at runtime, by extracting the low frequency components of
the electrical quantities at the circuit interface ports, which
determine the instantaneous bias condition. Suitable numerical
constraints are embedded in the model generation to guarantee
the stability of the resulting LPV system for arbitrary working
point trajectories. The method is applied to perform a fast post-
layout simulation of a LDO circuit design, in view of possible
applications for advanced power integrity optimization and
assessment. Experimental evidence shows that the proposed
models are accurate and guarantee up to 50× speedup in
transient simulations.

II. PROBLEM SETTING

We consider a mildly nonlinear analog circuit block ac-
cessible from P electrical interface ports, whose behavior is
described by the nonlinear differential equations

ξ̇(t) = F (ξ(t), u(t)),

η(t) = G(ξ(t), u(t)),
(1)

being u(t), η(t) ∈ RP the system input and output signals,
and ξ(t) ∈ RN is the system state vector, with N large. F,G
are nonlinear differentiable maps not known in closed form,
but encrypted in an available SPICE netlist.

We want to obtain a reduced order behavioral model of (1)
for small-signal analyses characterized by nonstationary work-
ing conditions, compatible with the input decomposition

u(t) = U0(t) + ũ(t), (2)

satisfying the following assumptions
1) ũ(t) is a small-signal component with ũ(0) = 0.
2) U0(t), henceforth denoted as bias component, attains

values within a (not necessarily small) hyper-rectangle

U0(t) ∈ U0 = [a1, b1]× · · · × [aP , bP ], ∀t ≥ 0. (3)

Additionally, at each t∗ ≥ 0, there exists a small constant
δξ ≥ 0 such that

||ξ(t∗)− Ξ0(t
∗)||2 ≤ δξ, (4)

being Ξ0(t
∗) the unique aymptotically stable equilibrium

point satisfying

0 = F (Ξ0(t
∗), U0(t

∗)),

Y0(t
∗) = G(Ξ0(t

∗), U0(t
∗)).

(5)

Under the above assumptions, since (5) admits an unique
solution, at each time instant system (1) operates in the
neighborhood of the operating point determined solely by
the instantaneous value of U0(t). This condition is practically
verified when the bias component varies slowly with respect to
the dynamics of the circuit of interest. Also, when (4) and (5)
hold, the output of (1) can be decomposed as

η(t) = Y0(t) + η̃(t) (6)

where Y0(t) is the solution of (5) and η̃(t) is the deviation
from the corresponding equilibrium. Our macromodeling ap-
proach is based on the construction of a LPV model that
approximates the local dynamics of (1) around the trajectory978-1-6654-5075-1/22/$31.00 ©2022 IEEE
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(Ξ(t), U0(t), Y0(t)), induced by the instantaneous value of
the bias component U0(t). Exploiting the model linearity, we
proceed as follows

1) We build a LPV reduced order model for the map
ũ(t) → η̃(t) (Sec. III-A).

2) We modify the above to guarantee that it also recovers
the mapping U0(t) → Y0(t) (Sec. III-B).

3) We address a self-parameterizing approach to update the
model working point at runtime (Sec. III-C).

III. MODELING FRAMEWORK

A. Reduced Order LPV Small-Signal Model

The analytical expression for the linearization of (1) around
the trajectory (Ξ(t), U0(t), Y0(t)) reads

˙̃
ξ(t) ≈ Ã(U0(t)) · ξ̃(t) + B̃(U0(t)) · ũ(t), ξ̃(0) = 0

η̃(t) ≈ C̃(U0(t)) · ξ̃(t) + D̃(U0(t)) · ũ(t).
(7)

where we dropped the dependencies of the Jacobians lineariza-
tions on the state Ξ(t) since we assumed that (5) has a unique
solution. For the above, we desire the following reduced order
representation of order n ≪ N

˙̃x = A(U0(t))x̃+B(U0(t))ũ, x̃(0) = 0 (8)
ỹ = C(U0(t))x̃+D(U0(t))ũ, ỹ(t) ≈ η̃(t).

Since the maps F,G are unknown in closed form, we
build (8) starting from data. To do this, we observe that for
frozen time instants, (7) is associated with a transfer function
parameterized by U0 ∈ U0, that reads

H̃(s, U0) = D̃(U0) + C̃(U0)(sIN − Ã(U0))
−1B̃(U0). (9)

We can thus build an approximation H(s, U0) of order n for (9)
and then cast this approximation into a state space parameter-
ized by the instantaneous value of U0 to obtain (8). We start by
retrieving samples of (9) via AC sweeps, performed for a finite
number of frequency values and static bias configurations

H̃k,m = H̃(jωk, U0m), k = 1, . . . ,K m = 1, . . . ,M.
(10)

The reduced order transfer function is obtained by enforcing

H(jωk, U0m) ≈ H̃k,m, k = 1, . . . ,K m = 1, . . . ,M.
(11)

via PSK iteration [4], based on model structure

H(s, U0) =
N(s, U0)

D(s, U0)
=

∑n
i=0

∑
ℓ∈Iℓ

Ri,ℓ · bℓℓ(U0)φi(s)∑n
i=0

∑
ℓ∈Iℓ

ri,ℓ · bℓℓ(U0)φi(s)
.

(12)
In this model, Ri,ℓ ∈ RP×P , ri,ℓ ∈ R are unknowns, and
φi(s) = (s− qi)

−1 are partial fractions with ℜ{qi} < 0. The
functions bℓℓ(U0) are multivariate Bernstein polynomials with
multidegree ℓ = (ℓ̄1, . . . , ℓ̄P ), while Iℓ denotes a set of admis-
sible indices. Model structure (12) admits a representation in
terms of state space (8). Technical details about the employed
realization procedure are available in [3].

During model generation, we find the involved unknowns
by guaranteeing that the final realization (8) remains stable
for every possible trajectory of U0(t), a property known as

quadratic stability [5]. This is possible thanks to the following
Theorem, proved in [3].

Theorem 1 (Sufficient conditions for quadratic stability): let
A1 and B1 be known constant matrices and

C1,ℓ =
[
r1,ℓ, r2,ℓ, . . . , rn,ℓ

]
, d1,ℓ = r0,ℓ. (13)

Then LPV system (8) is quadratically stable if there exists
Q∗

1 ∈ Rn×n such that Q∗
1 = Q∗

1
⊤ ≻ 0 and[

A⊤
1 Q

∗
1 +Q∗

1A1 Q∗
1B1 − C⊤

1,ℓ

B⊤
1 Q∗

1 − C1,ℓ −2d1,ℓ

]
≺ 0 ∀ℓ ∈ Iℓ (14)

Condition (14) represents a Linear Matrix Inequality in the
model denominator coefficients. This constraint can be in-
corporated in the model training phase, so that the resulting
constrained fitting problem becomes equivalent to a standard
convex optimization problem, which is solved through stan-
dard optimization libraries.

B. Reconstructing the Bias Component

At each time instant, the circuit output component Y0(t)
is istantaneously determined by the corresponding value of
U0(t), via the equilibrium mapping (5). Input-output samples
of this mapping can be obtained by performing a DC sweep
of the circuit netlist for different constant values of U0. This
procedure returns samples

Y0j = Y0(U0,j), j = 1, . . . J, U0,j ∈ U0. (15)

When the small-signal system (8) is subject to static input
U0,j , the corresponding DC output reads

H(0, U0,j)U0,j ̸= Y0j (16)

and is not expected to match the observations Y0j because the
bias component is not necessarily small. Therefore, we add a
parameterized output correction term YC(U0) to the output
equation of (8) in order to restore the desired equilibrium
output for all bias conditions. This correction is generated by
requiring that

YC(U0j) ≈ Y0j − H(0, U0,j)U0,j , j = 1, . . . J. (17)

The above is a standard multivariate function approximation
problem that can be tackled via any standard approach (e.g.
least-squares regression). Adding the correction in the model
output leads to the final model structure

ẋ = A(U0(t))x+B(U0(t))u (18)
y = C(U0(t))x+D(U0(t))u+ YC(U0(t)), (19)

which is fed with the total input u(t) and returns the total
output approximation y(t) ≈ η(t).

C. Real Time Parameterization

Model (18) is thought to be parameterized in real time with
the value of the bias component U0(t) determining the current
working point. However, during system operation, this input
term is not directly observable, as mixed together with the
small-signal at the circuit interface ports. Thus, the model
is practically usable only in view of an automated procedure
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3

Fig. 1. Block diagram of the proposed self-parameterized LPV macromodel
structure.

Load Current

Fig. 2. Fitting of the LDO voltage regulation transfer function for M = 50
load current configurations.

aimed at isolating the bias and the small signal components. As
assumptions (4), (5), require U0(t) to vary slowly with respect
to the circuit dynamics, we perform real time parameterization
as follows

1) During online operation we perform a low pass filtering
operation over the the total input u(t). This operation is
performed based on a second order Butterworth filter.

2) We use the output of the filter to istantaneously parame-
terize model (18), as in Fig. 1.

In order to guarantee sufficiently slow variations of U0(t), we
set the cut-off frequency of the filter to ωc = 0.1ωp, being ωp

the angular frequency of the slowest pole of model (12).

IV. FAST POST-LAYOUT LDO SIMULATION

To test the proposed modeling approach, we instantiated
in Cadence environment the Only-MOS low-power regulator
design proposed in [6]. The circuit was designed including the
layout, using a 40 nm CMOS process, resulting in a 30 MB
equivalent netlist.

We performed fast circuit simulation under nonstationary
loading conditions, characterized by admissible bias compo-
nents U1

0 ≡ VDD = 0.9 V, and U2
0 ≡ IL ∈ [0, 10] mA,

in agreement with the design specifications. To this aim we
built the small-signal model (12) with n = 9, in Hybrid
representation, considering as input the unregulated voltage
VDD at port 1 and the load current IL at port 2. The model was
generated in 8.6 s starting from AC data retrieved for M = 50
load current configurations and enforcing the required stability
constraints (14). The voltage regulation transfer function of the
model is compared with the reference data in Fig. 2. Once (12)
is generated, the required DC correction term YC(U0) is com-
puted by enforcing (17) via linear regression, using J = 50

Fig. 3. Time domain validation of the proposed modeling approach.

data samples of the reference function (15). Finally, a low-pass
filter with cut-off frequency ωc = 2π500 rad/s was designed
and an equivalent netlist for model structure of Fig. 1 was
instantiated in LTSpice environment. In this environment, we
performed a 0.2 seconds long transient analysis by considering
a load transition from IL = 5 mA to IL = 8 mA, taking place
in ∆t = 6 ms. A small-signal of amplitude 0.2 mA and flat
power spectrum in the band 1−10 kHz was added to the bias
component IL. The results of the simulation were compared
with those obtained by performing the same analysis using the
reference post-layout netlist. Fig. 3 shows the results of the
comparison before (t ∈ [0.41, 0.42] s), during (t ∈ [0.42, 0.48]
s), and after (t ∈ [0.48, 0.49] s) the load current transition.
In all these three situations, the model returns very accurate
predictions of the circuit behavior. Using a common laptop,
the model is simulated in 16 s, while the original netlist in 13
minutes, with a speedup of about 50×.

V. CONCLUSIONS

We presented an approach for generating macromodels
of analog circuit blocks under small-signal operation with
a nonstationary operating point. The resulting macromodels
prove to be accurate at reproducing the circuit behavior, while
at the same time guaranteing significant runtime reduction.
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Abstract—As the signal integrity (SI) issues become critical 
with high bandwidth and density applications, the SI analysis and 
optimization are necessary. The SI optimization loop including 
design, modeling, simulation, analysis and revision is repetitive 
and confined to specific applications. To overcome the recurrent 
issues, we proposed reinforcement learning (RL) model for SI and 
power leakage optimization in 3D X-Point memory operation. We 
defined the MDP components to reflect the optimization problem 
and the RL model shows learning convergence. The optimal design 
shows 6.2 % of crosstalk, 17.7 % of IR drop and 25.3 % of power 
leakage improvement than original design. 

Keywords—3D X-Point memory, power leakage, reinforcement 
learning, signal integrity (SI) 

I. INTRODUCTION 
With finer process technology the signal integrity (SI) 

issues such as crosstalk, IR drop and etc. are critical and SI 
optimization becomes more important in memory design [1]. 
To optimize signal integrity performance, the engineers need to 
iterate the SI optimization loop. As shown in Fig. 1(a), the 
sequence of design, modeling, simulation, analysis and revision 
construct the SI optimization loop. For SI analysis, we need to 
consider diverse SI issues such as crosstalk, IR drop, power 
leakage and etc. In conventional memory SI/PI design, a loop 
of repetitive processes derives the optimal memory design. 
However, the conventional method is time-consuming with 
modeling, simulation and iterations for revision and one-time 
method with limited design rule. To overcome these issues in 
conventional method, applying machine learning is promising 
solution [2]. 

Many factors including SI issues are linked and complex to 
optimize. Also, high time-cost for 3D electromagnetic (EM) 
simulations and insufficient training sets are critical issues to 
use machine learning for optimization. The reinforcement 
learning (RL) methods shows powerful performance rather than 
other machine learning methods in reusability [3], [4]. As 
shown in Fig. 1(b), the memory design loop can be linked to the 
optimization loop by RL. Unlike other ground-up optimization 
methods, the RL model can derive the optimal solution with one 
inference using reusable policy net. 

In previous work [4], the optimal interconnection design 
shows better performance in same area of conventional design 

with irregularity. However, with irregularity size of 
interconnection lines, the practical conditions such as the 
inconsistent characteristics issues of unit memory cell, unfixed 
memory size and manufacturing issues need to be considered. 

In this paper, we proposed RL model for 3D X-Point 
memory operation considering signal integrity and power 
leakage issues. We defined the 4 cases of interconnection width 
and space and size of MOSFETs in sense amplifier circuit to 
Markov decision process (MDP) components. The proposed 
model converged well and optimized the SI performance and 
power leakage compares to original design and random search 
design. 

 
(a)                                               

 

(b) 
Fig. 1. (a) Signal integrity optimization loop considering crosstalk, IR drop and 
power leakage issues. The iteration of SI optimization loop is time-consuming 
and confined to specific applications. (b) RL loop for SI optimization loop. 
Based on the reward from SI optimization loop, the RL model updates and 
consists RL loop. 
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II.  PROPOSAL AND VERIFICATION OF RL MODEL FOR 3D X-
POINT MEMORY OPERATION 

A. MDP Components of Proposed RL Model 

To construct RL model, the MDP components need to be 
defined. As shown in Fig. 2(a) and (b), the width of word lines 
(WLs) and bit lines (BLs) are fixed to 1 to 4 times of unit width. 
The space of word lines and bit lines are fixed to 1.5 to 3 times 
of unit width. Also, we included the size of MOSFET in sense 
amplifier circuits. The sense amplifier is designed to 2-stage 
amplifier and current sensing circuit with feedback. We set the 
size of MOSFET for differential pairs as same and detailed 
parameter variations are shown in Fig. 2(c). 

In reward factor, we defined the memory density as total 
number of bits / total area and considered crosstalk and IR drop 
issues that are critical SI issues in 3D X-Point memory. During 
read/write operation in 3D X-Point memory, the half-voltage is 
applied to WLs and BLs except selected lines for minimum 
operating power consumption. Along the selected lines, the 
half-selected memory cells are existing and the selector controls 
on/off status of the cells. However, both memory cell and 
selector are resistive components so, the sneak current is 
inevitable issue. Considering high density characteristics in 3D 
X-Point memory, the power leakage by sneak current is still 
critical issue. 

In reward function, each hyperparameters is important. As 
the proposed RL model learns based on which factor to give 
more weight to, the hyperparameters can affect the direction of 
learning. We considered memory density, crosstalk, IR drop, 
and power leakage by sneak current to reward function. In the 

case of memory density term, it is the most important factor in 
memory design. Therefore, the memory density term is set to 
the largest value. Next, the SI issues’ term has a trade-off 
relationship with each other, so they were set equally in 
consideration. Lastly, for the power leakage issue due to sneak 
current, the same scale as the SI issue. 

When reflecting optimization constraints in real world to 
MDP components, the learning variance increases and the 
convergence is not guaranteed in RL. It is important to secure 
learning convergence in RL. We experimentally proved that 
convergence by applying stability methods in policy update and 
policy optimization. For policy update, we used long short-term 
memory (LSTM) and temporal difference (TD) regularized 
actor-critic network. The LSTM stabilize the learning by 
memorizing the previous actions and features. With TD 
regularized actor-critic network, the learning became more 
stable by decreasing the divergence of the gradient estimation. 
For stably training policy, proximal policy optimization (PPO) 
updates the policy proximally by clipping methods [5]. As 
shown in Fig 3. with 4 reward factors case, the proposed RL 
model well learned and converged. 

B. Ablation Study of Proposed RL Model with Reward Factor 
Variations 

The ablation study is one of the figure of merit in 
optimization method using machine learning. The ablation 
study is experiment to figure out that which components in 
model affect overall performance. We can understand the 
contribution of the component to the overall system with 
causality. For verification of the proposed RL model, we 
conducted ablation study with reward factor variations. As 
shown in Fig. 3, the proposed RL model easily converged under 
10 k and 45 k learning steps with 2 and 3 reward factors. 
Considering 4 reward factors, the proposed RL model 
converged around 90 k learning steps. With the results of 
ablation study, we also verified the expandability of proposed 
RL model. By adding more reward factors or revising the 
reward factors, we can easily realize the optimal design with a 
desirable size and feasible performance capabilities and 
specifications. 

  
(a) 

 
(b) 

 
(c) 

Fig. 2 MDP components in proposed RL model (a) 4 cases of width size for 
word line and bit line (b) 4 cases of space size for word line and bit line (c) 
Parameters of CMOS in sense amplifier circuit in 3D X-Point memory. 

 
Fig. 3 Verification of RL model by ablation study with reward factor variations. 
The proposed RL model converged under 10 k, 45 k and 90 k learning steps 
with 2, 3, and 4 reward factors respectively. 
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III.  ANALYSIS OF THE OPTIMAL SOLUTION BY RL MODEL 
We conducted time-domain simulation for SI analysis of the 

optimal solution by proposed RL model. We used copper as 
metal, low-k material for dielectric material and 20 nm process 
technology for interconnection lines. The unit interconnection 
designs are cascaded to 2 k × 2 k for practical comparison. 

As shown in Fig. 4(a), the crosstalk issues are mainly 
occurred in rising and falling edge of voltage pulse because of 
capacitance between interconnection lines. The average 
percentage of coupled voltage is calculated to reward function. 
The IR drop issue is unavoidable in high density memory. We 
calculated the percentage of degraded voltage margin to reward 
function. As previously mentioned, the power leakage by sneak 
current also critical issue in 3D X-Point memory. Due to IR 
drop through interconnection line, the large amount of sneak 
current increases power leakage of non-ideal half-selected 
memory cells. Based on these reward factors, the optimal 
solution by RL model improves SI performance: 6.2 % of 
crosstalk, 17.7 % of IR drop and 25.3 % of power leakage. 

To secure the CMOS driving performance, the size of 
PMOS is 2 times larger than the size of NMOS considering 
carrier mobility. Also, the size of current driving MOSFET pair 
should be similar. As shown in Fig. 4(b), the proposed RL 
model designed the MOSFETs in sense amplifier circuit : The 
width of Mtail1–M_in–M_d1 is 14L-8L-4L, the width of 
Mtail2–M_d2 is 12L-6L and the width of M_cs–M_f is 8L-4L. 
The width of M_d1-M_d2 is 4L-6L which is current driving 
MOSFET pair. To minimize the layout area of sense amplifier, 
the RL model designs sense amplifier with minimum number 
of the scale factor ‘A’. In [6], the size of sense amplifier to unit 
memory array tile size is 0.45 %. However, in the optimal 
design, the size of sense amplifier to unit memory array tile size 
is 0.32 % considering process technology node size. 

The performance evaluation including memory density, 
crosstalk, IR drop and power leakage is summarized in Table 
II. We compared the optimal solution using proposed RL model 
with the case of original design and random search design. For 

the random search, we conducted 10,000 iterations. The 
optimal design by RL model shows lower memory density than 
original design. However, the optimal design by RL model 
outperforms in terms of crosstalk, IR drop and power leakage 
than original design and optimal design by random search. With 
the reusable policy net, the proposed RL model solves new 
problem with one inference and extremely reduces the 
computational cost than other ground-up optimization methods. 

IV.  CONCLUSION 
In this paper, we proposed RL model for SI and power 

leakage optimization in 3D X-Point memory operation. The 
MDP components considering practical conditions such as 
interconnection manufacturing, sense amplifier circuit, SI 
issues and power leakage by sneak current are defined. The 
optimal design by RL model surpass the SI performance of 
original design and optimal design by random search. The 
proposed RL model can apply in future memory design 
applications with expandability and reusability. 
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Table I Performance Evaluation with Optimization Method Variations 

Learning Algorithm Memory 
Density Crosstalk IR Drop Power 

Leakage 

No Optimization 1 / 1 10 % 28.5 % 40.9 % 

Random Search 1 / 9 5.1 % 16.2 % 22.5 % 

Ours 1 / 4 3.8 % 10.8 % 15.6 % 

 
 

(a) 

 
(b) 

Fig. 1 Optimal solution by proposed RL model (wWL, sWL , wBL, sBL Mtail1, Mtail2, 
Md1, Md2, Min, Mf, Mcs, A) = (2, 3, 2, 3, 14, 12, 4, 6, 8, 4, 8, 1) (a) Time-domain 
simulation results of optimal solution by proposed RL model (b) Layout of 
optimal sense amplifier circuit design for 3D X-Point memory. 
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Abstract—In this contribution, we propose a novel approach to
rigorously model interconnect structures with an arbitrary con-
vex polygonal cross-section and general, piecewise homogeneous,
material parameters. A full-wave boundary integral equation
formulation is combined with a differential surface admittance
approach, invoking an extended form of the numerically fast
Fokas method to construct the pertinent operator. Several ex-
amples validate our method and demonstrate its applicability to
per-unit-of-length resistance and inductance characterization.

Index Terms—differential surface admittance, Fokas method,
interconnect modeling

I. INTRODUCTION

In our modern society, where information technology is om-
nipresent, the development of sophisticated devices at ever
higher operating frequencies poses serious challenges, e.g.,
in terms of electromagnetic compatibility and signal integrity.
Combined with the continuing miniaturization, this evolution
renders a proper analysis of the occurring electromagnetic
fields and their wave nature indispensable. More specifically,
in high-frequency interconnects, phenomena such as the skin
and proximity effect should be taken into account in a rigorous
fashion. For electromagnetic solvers employing a volumetric
mesh, such as the versatile finite elements method (FEM),
the exponential nature of the current crowding enforces an
intractably fine discretization. The boundary integral equa-
tion (BIE) method and many other surface-based techniques,
on the other hand, require particular attention to deal with
the numerical integration of the Green’s function in highly
conductive media [1].

A popular procedure to circumvent this strenuous situ-
ation replaces the conductive material by its surrounding
medium, while introducing additional boundary conditions.
For instance, in the class of approximate techniques, (local)
surface impedances are invoked [2]. Alternatively, the dif-
ferential surface admittance (DSA) operator [3] captures the
substituted material’s properties in an exact, global way. Its
implementation requires the eigenfunctions of the considered
cross-sections, imposing a de facto limitation to circular and
rectangular shapes. An extension to triangles, not relying on
the Dirichlet eigenfunctions, was presented in [4]. However,
this approach involves special measures to eliminate a promi-
nent Gibbs effect degrading the initial solution. Moreover, a
combination of multiple triangular components is necessary

for the analysis of arbitrary polygonal cross-sections. In yet
other formulations [6], numerical issues may arise, in partic-
ular in the case of high material contrasts [1].

Here, on the other hand, we invoke and extend the Fokas
method [5] to construct the DSA operator, automatically
expanding its applicability to arbitrary convex shapes, while
combined magnetic and dielectric contrast is allowed. As such,
our method can, e.g., account for etching effects during the
manufacturing of integrated circuits, resulting in trapezoidal
structures. Coupled with the discretized electric field integral
equation (EFIE), a formalism to accurately characterize inter-
connect structures is obtained, even for high material contrast
and a strongly developed skin effect.

II. FORMULATION OF THE METHOD

Consider the two-dimensional (2-D) transverse magnetic (TM)
polarized electromagnetic regime with a ejωt time dependence.
We study a polygonal cylinder (typically a conductor) with
M corner points (xm, ym) in the xy-plane, denoted as com-
plex numbers ζm = xm + ȷym. The cylinder is characterized
by its permittivity ϵi, permeability µi, conductivity σi and
wavenumber ki, and is situated in a homogeneous background
medium with material properties ϵe, µe, σe and wavenum-
ber ke, as depicted in Fig. 1(a). Its longitudinal dimension
is aligned with the z-axis. By applying the single source
equivalence theorem, introducing an equivalent surface current
density js = js,z ẑ on the boundary C, we can replace the
cylinder’s material by its surrounding medium, preserving the
outside fields, while the inside fields (ei,hi) are modified to
the fictitious quantities (e′i ,h

′
i), as in Fig. 1(b). This equivalent

surface current density is given by

js = n̂× (hi − h′
i). (1)

At the boundary of the structure, and only there, we find that
ei = e′i ≜ e = ez ẑ, which is mapped to its normal derivative
in the original and the equivalent situation via Dirichlet-to-
Neumann (DtN) operators X and X ′, resp.:

−ȷωµi(n̂× hi) = Xe, (2)
−ȷωµe(n̂× h′

i) = X ′e. (3)

By combining (1), (2) and (3), we obtain

js =

(
X ′

ȷωµe
− X

ȷωµi

)
e ≜ Ye, (4)
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Fig. 1: Geometry of the problem, illustrating the equivalence theorem, with
(a) the original and (b) the equivalent situation.

where Y is the desired DSA operator [3].
The tangential electric field ez satisfies the Helmholtz

equation with eigenvalues ki and ke:

∇2ez + k{i, e}ez = 0. (5)

To solve the boundary value problems posed by (2), (3) and
(5) we propose a Fokas-like method [5]. The following Fourier
transform, the so-called global relation, is at its core:

F (λ) =

∫
C

exp

[
− ȷk

2

(
ζ̃

λ
+ λζ

)]
×

[
kϕ

2

(
λdζ − dζ̃

λ

)
+

∂ϕ

∂n
dc

]
= 0, ∀λ ∈ C, (6)

where ζm = xm+ ȷym, ·̃ indicates the complex conjugate and
C denotes the polygonal boundary. Furthermore, ϕ = ez and
∂ϕ
∂n = −ȷωµ{i, e}h

{i, e}
tan in our case. Equation (6) is cast onto

an appropriate basis of P orthogonal Legendre polynomials
on each polygon side and evaluated at Λ well-chosen spectral
collocation points λ ∈ C:

λ = −
l/k +

√
(l/k)2 − |hm|2
hm

, (7)

for l ∈ {0, 1, 2, . . . ,Λ − 1} and m ∈ {1, 2, . . . ,M}, where
hm = (ζm+1 − ζm)/2 and k is the wavenumber. This way,
one ends up with an overdetermined, but very quickly solved,
linear system with a solution that finally yields a discrete
approximation of the pertinent DtN operators.

To incorporate this result in a BIE framework, a transfor-
mation to local, pulse-shaped basis functions is performed. By
collecting the corresponding expansion coefficients of js and e
into vectors J and E, we obtain the discretized version of (4):

GJ =

(
X

′

ȷωµe
− X

ȷωµi

)
E ≜ YE, (8)

with G the Gram matrix of the local basis functions.
To find the per-unit-of-length (p.u.l.) resistance and induc-

tance matrices R and L for a configuration with N conductors,
we invoke the procedure outlined in [3], yielding

R+ ȷωL =

(
T

T
(
GY

−1
G+ ȷωA

)−1

T

)−1

, (9)

1

B

b

2 3h 4

PECd dD
H

ϵ0, µ0

Fig. 2: Configuration with four trapezoidal conductors (σ = 5.72× 107 S/m)
with dimensions in mm: B = 1.5, b = 0.9, h = 0.3, D = 4, d = 2.4 and
H = 1.5, situated above an infinite PEC ground plane.
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Fig. 3: Relevant elements of the resistance and inductance matrices R and L,
for the configuration of Fig. 2.

where the elements of the matrix A are obtained through(
A
)
ij
= −µe

∫
C

∫
C′

G(r, r′)bi(c)bj(c
′) dc′ dc . (10)

with G(r, r′) = ln |r − r′|/(2π), the 2-D static Green’s
function. The matrix T is defined as(

T
)
in

=

{
ℓi, if segment i ∈ conductor n
0, otherwise,

(11)

with ℓi the length of segment i in the mesh.

III. NUMERICAL EXAMPLES

Consider the configuration with two oppositely oriented trape-
zoidal line pairs and conductivity σ = 5.72× 107 S/m above
an infinite ground plane, shown with annotated dimensions
in Fig. 2. Relevant elements of the corresponding resistance
matrix R and inductance matrix L, determined by means of
the procedure outlined above, are compared to the reference
solution provided by [4] in Fig. 3. The pertinent system matrix
is constructed invoking P = 20 Legendre polynomials per
side of the trapezoids, and is evaluated in Λ = 40 collocation
points λ per side as well. These values for the parameters
(P,Λ) will also be utilized in the remaining examples. An
excellent agreement between our proposed method and the
result found in literature is observed.
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Fig. 4: Multiconductor transmission line (σ = 3.57× 107 S/m) with three
trapezoidal signal lines and a finite rectangular reference conductor. All
dimensions are in µm.
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Fig. 5: Relevant elements of the resistance and inductance matrices R and L,
for the configuration of Fig. 4.

Next, we study the multiconductor transmission line de-
picted in Fig. 4, with reference conductor 0. The dimensions
annotated on the figure are all given in µm. We obtain the
curves plotted in Fig. 5, validated by means of the results
in [6]. Once again, both sets of results match excellently.

Finally we investigate the influence of the conductor
(σ = 1× 107 S/m, µr = 5) shape in the configuration of
Fig. 6, evolving from triangular (solid lines), over asymmetric
trapezoidal (dashed) to rectangular (dotted). This example
includes a conductive, magnetic medium and therefore demon-
strates the capability of our method to model this novel class
of materials, present in state-of-the-art interconnect applica-
tions [7]. The elements of the matrices R and L are given
in Fig. 7, for these three shapes. Note that R11 = R22 and
L11 = L22 owing to the symmetry of our problem.

For all of the above examples, the calculation of the DSA
matrix by means of a Python code on a system with a
1.9 GHz CPU and 16 GB of RAM required less than 0.5 s
per frequency point, a value comparable to the times reported
in [6], confirming the efficiency of our method.

IV. CONCLUSIONS

We presented a novel interconnect modeling technique, com-
bining a boundary integral equation framework with a differ-
ential surface admittance operator, constructed through appli-
cation of the numerically fast Fokas method. Our approach
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Fig. 6: Multiconductor transmission line (σ = 1 × 107 S/m, µr = 5) with
two triangular/trapezoidal/rectangular signal lines and two finite rectangular
reference conductors. All dimensions are in 0.1 mm.
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Fig. 7: Relevant elements of the resistance and inductance matrices R and L,
for the configuration of Fig. 6. The solid, dashed and dotted lines correspond
to the triangular, trapezoidal and rectangular conductor shapes, resp.

supports multiconductor configurations with arbitrary, piece-
wise homogeneous material properties and convex polygonal
shapes. By means of per-unit-of-length resistance and induc-
tance characterization of these structures, we demonstrated our
method’s accuracy, efficiency and broadband applicability.
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Abstract — Applications of power electronics that integrate 

high-switching isolated gate drivers in switch mode power 

converters create excessive transient di/dt and dv/dt loops 

that exacerbate electromagnetic emissions. In this work, we 

developed a robust system-level coupled circuit-to-

electromagnetic modeling and analysis methodology to 

predict the CISPR 25 radiated emission performance of a 

reinforced isolated switch driver during product 

development. The coupled method accurately captures the 

electromagnetic interactions between the nonlinear time-

variant switchers and the system. Preliminary silicon 

validation measurements on an automotive high-switching 

isolated switch driver with an integrated power supply are 

presented to validate the integrity of the predictive modeling 

methodology. In an EMC pre-compliance lab, good 

correlations between modeling and measurements are 

achieved (i.e., within +/- 3dB for resonant peaks within the 

frequency band of 30MHz - 1GHz). The predictive EMC 

modeling methodology can be implemented to assess the 

performance of the initial silicon design during early IC 

development. 

I.  INTRODUCTION  

A gate/switch driver is a buffer circuit that amplifies a 
low-power input from a microcontroller or any other 
source to drive semiconductor power switches efficiently. 
Gate driver designs typically fall into two broad 
categories - non-isolated or isolated. One key industry 
trend is integrating the gate driver with an isolator (the 
device that performs the isolation function) known as the 
isolated gate driver. A basic isolation integrated circuit 
(IC) allows data and power to transfer between high-
voltage and low-voltage domains while preventing any 
hazardous DC or uncontrolled transient current from 
flowing across the domains [1]. Isolation is critical in high 
voltage automotive and industrial applications to maintain 
functionality and protect against electric shocks. In 
addition, many applications control power rails of 800V 
or higher, and, as such, additional reinforced isolation is 
required. For these applications, the additional protection 
is provided through reinforced isolation, the equivalent of 
two basic isolation layers enabled through a single 
isolation barrier [2]. A particular implementation of 
reinforced isolation is enabled through a single laminate 

air-core transformer. Inductive coupling provides power 
and control signaling transmission for the driver stage. 

 
Data transitions through the reinforced isolation 

transformer typically have sharp edge rates that 
potentially can cause conducted and radiated emissions 
due to the generation of high di/dt and dv/dt transient 
loops in the system (viz. package and PCB). For radiated 
emission, the focus of this work, two primary mechanisms 
have been identified as significant contributors to noise. 
These include PCB edge and input-to-output dipole 
emissions [3]. The main component of emissions is the 
common-mode current injected across the isolation 
barrier. Since isolators drive common-mode current 
across gaps in ground planes, the disruption in the return 
current path across the voltage domains creates an 
equivalent dipole antenna. The ability to predict radiated 
emission through simulation is highly desirable to achieve 
first-pass design success for stringent automotive EMC 
regulatory standards (e.g., CISPR 25). 

 
In this work, we develop a predictive EMC modeling 

methodology to assess CISPR 25 radiated emission for an 
automotive reinforced isolated gate driver IC. Section II 
provides some key features and functionalities of the 
automotive device. The description of the device and 
system under test (i.e., package and PCB) is detailed in 
Section III. The modeling flow is discussed in detail in 
Section IV. Finally, a comparative analysis between 
simulation and EMC-certified laboratory measurements is 
presented in Section IV.    

 

II. REINFORCED ISOLATED SWITCH DRIVER DETAILS 

The device under test is a fully integrated, reinforced 
isolated power switch driver (see Fig. 1). It features a 10-V 
gate drive with a 1.5/3-A peak source and sink current 
with a reinforced isolation rating of 5-kVRMS. It generates 
its own secondary supply from the power received from its 
primary side, so no isolated secondary bias supply is 
required. The primary side includes a transmitter that 
drives an alternating current into the primary winding of 
an integrated transformer at a rate determined by the 
setting of the PXFR (power control) pin and the logic state 
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of the EN (enabled) pin. The transmitter operates at a high 
frequency to optimally drive the transformer to its peak 
efficiency. In addition, the transmitter uses spread-
spectrum techniques to improve EMI performance 
significantly, allowing many applications to achieve 
CISPR 25 automotive EMC regulatory standards. During 
transmission, signal information transfers to the secondary 
side alongside the power. On the secondary side, the 
voltage induced on the secondary winding of the 
transformer is rectified, and the shunt regulator regulates 
the output voltage level of VDDH (primary side power). 
Lastly, the demodulator decodes the received data 
information and drives VDRV (secondary side power) 
high or low based on the logic state of the EN (enable) pin. 

 

 
Fig. 1. Functional block diagram of an automotive reinforced isolated 

switch driver with integrated gate supply. 
 

III. SYSTEM & MEASUREMENTS DETAILS 

The device is packaged in a 7.5x5.85 mm2 8-pin SOIC 
(small outline integrated circuit) package. The primary die, 
secondary die, and transformer are all integrated into the 
package. The transformer is designed in a laminate-based 
substrate. The packaged device was mounted on an 
evaluation module (i.e., EVM) PCB for EMC 
characterization (see Fig. 2). It is a 2-layer PCB of size 
55.13mm x 60.12mm. The EVM was designed and 
optimized for CISPR 25 EMC requirements.  

 

 

               Fig. 2. CISPR 25 EVM PCB for characterization. 

Appropriate PCB layout techniques to minimize signal 
and power integrity issues were employed. Provisioning 
for additional filter components (e.g., ferrite bead, 
common-mode chokes, among others) was designed 
accordingly.  Additionally, the PCB design implements a 
large ratio of primary to secondary ground planes to 
minimize common-mode noise injection through the 
CISPR 25 cable. The CISPR 25 radiation emission 
measurement was set up, in a pre-compliance EMC 
chamber, following CISPR 25 standard requirements [4]. 

 

Fig. 3. CISPR 25 radiated emission measurements setup. 

The power input of the system is a 12-V car 
batteryv(Fig. 3). A 12V-to-5V LDO was used to provide a 
lower voltage to supply the device. Biconical antenna was 
used for the 30MHz-300MH and log-periodic antenna for 
200MHz-1GHz measurements as per the specification. 
An EMI receiver was used to cover all the measurement 
frequency bands outlined in the CISPR 25 standard. 

IV. EMC MODELING METHDOLOGY 

The modeling methodology developed and 
implemented here is formulated through a coupled circuit-
to-electromagnetic scheme (see Fig. 4). A SPICE-based 
circuit simulator coupled with a 3D full-wave low-rank 
method-of-moment (MoM) solver solution captures the 
electromagnetic interaction between the circuit and the 
system. For full details on methodology see Ref. [5]. The 
mathematical formulation is fully detailed in [6] and is 
not covered here. In the first Step, an industry-standard 
de-facto system-level circuit simulator is employed to set 
up the complete system-level transient analysis. The top-
level isolated switch drive circuit includes appropriate 
circuit block models for the complete device under test. 
Physics-based device level reduced-order models were 
developed to optimize simulation runtime while not 
impacting performance. From laboratory measurements 
and characterization, fully validated off-chip components 
(viz. package, EVM, surface-mount components) are 
appropriately connected to the top-level circuit from the 
project model library. Transient analysis is then 
performed to extract voltage/current versus time 
waveforms at any circuit node of interest. For the analysis 
conducted here, the voltage between primary GND and 
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secondary GND was extracted in step 2. Once the 
voltage/current versus time waveforms are extracted at 
the appropriate nodes in the transient system setup, the 
data is parsed to Step 3 for the complete system-level 
electromagnetic analysis. 

 

Fig. 4. Steps of the coupled circuit-to-electromagnetic modeling flow. 

Using the voltage/current vs. time waveforms as 
stimuli/excitations, the field analysis is set up and 
performed in Step 3. Fig. 5 below shows the setup in the 
EMC virtual modeling and simulation platform. Finally, 
the simulated emission profile is then compared to CISPR 
25 radiated emission measurements envelope. 

 

 

Fig. 5. Modeling and simulation of CISPR 25 in EMC virtual platform. 

V. SIMULATION VS MEASUREMENT CORRELATION 

Fig. 6 shows the radiated emission simulation versus 
measurement results comparison. The results correlate 
well for frequency band 30-300MHz (within +/-3dB 
magnitude). Every resonant peak that corresponds to 
switcher fundamental and harmonic frequencies is 
recovered. For the 450MHz and 540MHz, over a 10dB 
difference was observed between simulation and 
measurement. 

 

Fig. 6. Simulation vs measurement for CISPR 25 radiated emission.  

The observed discrepancies between simulation and 
measurements at higher frequencies can be partially 
attributed to published findings on inter-labs comparative 
EMC CISPR 25 testings [7-9]. Reflection and scattering 
due to chamber effects, variations in the test setup (EMI 
vs. spectrum analyzer), and cable orientations likely 
contribute to the observed discrepancies. The correlation 
achieved with the predictive modeling methodology on 
our preliminary silicon has enabled optimization of the 
system (viz. silicon, package, and PCB) to meet CISPR 
25 radiated emission regulatory standard successfully. 
 

CONCLUSIONS 

 A robust system-level EMC coupled circuit-to-
electromagnetic modeling and analysis methodology for 
predicting CISPR 25 radiated emission has been 
demonstrated in this work. The coupled method 
accurately captures the electromagnetic interactions 
between the nonlinear time-variant power switchers and 
the system. A good correlation was observed between 
simulation and measurements, considering the known 
inter-labs variations in CISPR 25 measurements. The 
predictive modeling methodology developed here is being 
implemented to optimize the design performance before 
the final regulatory compliance testing at certified EMC 
laboratories.     
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Abstract— In this paper, we propose the deterministic policy 

gradient-based reinforcement learning for DDR5 memory 
signaling architecture optimization considering signal integrity. 
We convert the complex DDR5 memory signaling architecture 
optimization to the Markov decision process (MDP). The key 
limitation factor was found through the analysis of the 
hierarchical channel, and MDP was configured to solve it. The 
deterministic policy is essential for optimizing high-dimensional 
problems that have many continuous design parameters. For 
verification, we compare the proposed method with conventional 
methods such as random search (RS) and Bayesian optimization 
(BO) and other reinforcement learning algorithms such as the 
advantage actor-critic (A2C) and proximal policy optimization 
(PPO). RS and BO could not be properly optimized even after 
10000 iterations of 1000 times, respectively, and A2C and PPO 
failed to optimize. As a result of comparison, the proposed method 
has the highest optimality, low computing time, and reusability. 

 Keywords— Deterministic policy gradient, optimization, 
reinforcement learning, signal integrity, DDR5. 

I. INTRODUCTION 

Recently, the performance of processors is significantly 
increasing due to artificial intelligence and the 4th industrial 
revolution, and accordingly, the speed of dynamic random-
access memory (DRAM) applications is also increasing. In the 
case of double data rate (DDR), it is used in various fields such 
as PCs, data centers, and servers, and is increasing up to 6.4Gbps 
per line in DDR5. Due to this increase in data rate, various signal 
integrity (SI) problems such as crosstalk, inter symbol 
interference (ISI), jitter, and electromagnetic interference (EMI) 
occur in the interconnection between DDR5 and the processor 
[1]. 

Unlike other DRAM applications such as LPDDR, HBM, 
and GDDR, DDR architecture has a memory module to increase 
versatility, and a socket is used to connect the module and board, 
which further degrades SI. In other words, DDR architecture is 
the hierarchical signaling architecture that has many SI 
degradation components. Many components between the 
processor and memory attenuate the signal, as well as the values 
of on-die termination (ODT) and decision feedback equalizer 
(DFE) greatly affect the signal. When designing hierarchical 
signaling architecture like DDR signaling architecture 
considering SI, we should design it by optimizing the necessary 
components after composing the entire architecture, rather than 
simply optimizing each component. 

Many previous studies have been performed to optimize the 
high-speed channel considering SI. Bayesian optimization (BO) 
which has tremendous power in black box function optimization 
is applied to find the optimal design parameters of the high-
speed channels [2], [3]. However, BO has the limitation that it 
is a non-reusable method that must be optimized whenever the 
environment parameters change. In addition, the BO does not 
optimize well when many design parameters need to be 
optimized. Therefore, it is difficult to use BO in the hierarchical 
signaling structure because many design parameters need to be 
optimized. 

In this paper, we propose the deterministic policy gradient-
based reinforcement learning for DDR5 memory signaling 
architecture optimization considering SI. We convert the 
complex DDR5 memory signaling architecture optimization to 
the Markov decision process (MDP). The conceptual view of the 
proposed method is shown in Fig. 1. We defined MDP including 
state, action, and reward. The environment delivers the state and 
reward to the agent, and the agent sends an action to the 
environment that increases the reward by updated policy net. We 
use the twin delayed deep deterministic policy gradient (TD3) 
algorithm, which is one of the deterministic policy gradient 
algorithms. The deterministic policy helps to optimize 
parameters with a continuous action space. The proposed 
method optimizes the target parameters with only one iteration 
even if the value of the environment parameters changes. We 
compare the proposed method with conventional methods such 

Fig. 1. Conceptual view of the proposed deterministic policy gradient-based 
reinforcement learning for DDR5 memory signaling architecture optimization
considering signal integrity. 
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as random search (RS) and BO and other reinforcement learning 
algorithms such as the advantage actor-critic (A2C) and 
proximal policy optimization (PPO). As a result of the 
comparison, it has much higher optimality than the conventional 
algorithms, the optimization is faster, and the reusability is 
verified by obtaining optimal results for various tasks. 

II. PROPOSED DETERMINISTIC POLICY GRADIENT-BASED 

REINFORCEMNET LEARNING FOR DDR5 MEMORY SIGNALING 

ARCHITEUCTURE OPTIMIZATION 

A. Design and Analysis of DDR5 Memory Signaling 
Architecture 

   The DDR5 hierarchical signaling architecture is shown in 
Fig 2. The DDR5 hierarchical signaling structure was selected 
as the most used 2 DIMM per channel (DPC) and dual rank. By 
changing each component into an analytic model, the entire 
hierarchical model was constructed. When configuring the 
model, one signal line is branched into two signal lines on the 
server board and the DIMM board to configure 2 DPC and dual-
rank. Finally, it is one signal line in Tx, but it branches into 4 
signal lines in Rx. Finally, these signals use on-die termination 
(ODT) to change the termination value of the line that actually 
receives the signal and the line that does not receive the signal, 
so that the signal is transmitted normally. In addition, it uses a 
Decision feedback equalizer (DFE) to improve the ISI, so that 
the final signal is transmitted well. When ODT and DFE are 
added to the hierarchical model in this way, the model is 
completed. For server board and DIMM board, Olympus Intel 
XSP Motherboard and SK Hynix DDR5 DIMM board, which 
are released for free, are used. Based on the DDR5 JEDEC, the 
eye diagram simulation setup was set [4].  

As a result of analysis based on eye height and eye width, 
three factors have the greatest impact on the DDR5 hierarchical 

signaling architecture. The most influential factor is the side 
DIMM effect, followed by the via stub effect, and finally via 
impedance mismatch. Since these three things actually have a 
lot of influence, an off-chip solution and optimization method is 
essential to reduce the key limitation factors.  

B. Markov Decision Process(MDP) 

To optimize using reinforcement learning, we need to define 
Markov decision process (MDP). MDP consists of state, action, 
and reward. The purpose of MDP is to find the optimal value of 
the target variable by removing the key limitation factors. The 
agent updates the policy net to achieve the purpose so that the 
action that maximizes the reward can be obtained. The state is a 
design variable in the DDR5 signaling architecture. As shown in 
Table I, driver impedance, server board traces, and DIMM board 
traces are set to states to estimate optimal design goals. 
Additionally, since the drive impedance can be changed during 
design, the driver impedance is also set as a state and a total of 
15 states are set. The length of the server board and DIMM board 
trace is set to 130 mm, 14 mm each. 

Action is a design target and is a design parameter to 
improve the side DIMM effect, via stub, and via impedance 
discontinuity, which are key limitations of DDR memory 
signaling architecture. First, backdrill is done to remove the 
stubs of both vias of the server board, and the length of drilling 
is set as the length of the drill. Also, to consider the side DIMM 
effect, the length from branch to DIMM0 is set as an action. 
Additionally, by setting the radius of via and anti pad as an 
action, impedance mismatch of vias can also be resolved. Finally, 
not only the dimension-related design parameters were set as 
actions, but the on ODT resistance, off ODT resistance, and 4 
DFE tap values that greatly affect the eye diagram were also set 
as actions. As shown in Table II, a total of 15 actions were set. 
The min-max value of the state and action is assumed to be an 

Fig. 2. DDR5 signaling architecture including signal integrity degradation
components. 
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TABLE I 
DESIGN PARAMETER RANGE OF ENVIRONMENT DESIGN (STATE)  

Component Parameter Min Max 
Tx Impedance 14 Ohm 56 Ohm 

Server board 
trace 

Width 0.0813 mm 0.3251 mm 
Space 0.1726 mm 0.6902 mm 

Thickness 0.0132 mm 0.0528 mm 
Height1 0.0406 mm 0.1626 mm 
Height2 0.2002 mm 0.8006 mm 
Losstan 0.0245 0.0455 

Permittivity 3.14 5.85 

DIMM board 
trace 

Width 0.0580 mm 0.2320 mm 
Space 0.6000 mm 2.4000 mm 

thickness 0.0060 mm 0.0240 mm 
Height1 0.0240 mm 0.0960 mm 
Height2 0.0820 mm 0.3280 mm 
Losstan 0.009 0.0169 

Permittivity 2.87 5.33 

TABLE II 
DESIGN PARAMETER RANGE OF TARGET DESIGN (ACTION) 

Component Parameter Min Max 

Server board 
[CPU side via] 

Via radius 0.2311 mm 0.4293 mm 
Antipad radius 0.4267 mm 0.7925 mm 

Stub length 0.0 mm 1.5 mm 

Server board 
[DIMM side via] 

Via radius 0.0890 mm 0.1651 mm 
Antipad radius 0.2489 mm 0.4623 mm 

Stub length 0.0 mm 1.5 mm 
DIMM board 

Via 
Via radius 0.07 mm 0.13 mm 

Antipad radius 0.21 mm 0.39 mm 
Branch-DIMM0 Length 0 mm 14 mm 

ODT on Impedance 96 Ohm 384 Ohm 
ODT off Impedance 32 Ohm 128 Ohm 

DFE 

Tab 1 -200 mV 50 mV 
Tab 2 -75 mV 75 mV 
Tab 3 -60 mV 60 mV 
Tab 4 -45 mV 45 mV 

 
  (a)                                                          (b) 

Fig. 3. The definition of (a) eye height and eye width, unit interval, and (b) eye 
aperture. 
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arbitrary ratio based on the value in Olympus Intel XSP 
Motherboard and SK Hynix DDR5 DIMM board. 

 To set the reward, all eye height (EH), eye width (EW), and 
eye aperture (EA) are used as shown in Fig. 3(a) and (b). EA is 
the most important because it includes both EH and EW 
information and is used as an evaluation index for DDR system. 
However, when using only the EA as a reward, the training did 
not converge well due to zero reward unless the eye is larger 
than the eye mask. Therefore, EH and EW are also added. 
Instead of adding them as it is, since the EH is the most 
important parameter, α is added to adjust the ratio of the three 
values and it is set the value to 0.9. In 2 DPC, performance 
should be improved in both cases where the signal goes to 
DIMM1 and DIMM0, so the reward is set as the sum of the two 
results. The reward is expressed as follows: 

 

Reward = 
α*EAୈ୍୑୑଴൅ሺ1-αሻ*ሺEWୈ୍୑୑଴൅EHୈ୍୑୑଴ሻ 
൅ α*EAୈ୍୑୑ଵ൅ሺ1-αሻ*ሺEWୈ୍୑୑ଵ൅EHୈ୍୑୑ଵ) 

(1) 

 
As the agent, a TD3 algorithm called twin delayed deep 

deterministic policy gradient was used. The TD3 algorithm is 
one of the deterministic policy gradient algorithms because, 
unlike the existing stochastic policy gradient algorithms, it can 
be trained stably in the continuous action space [5].  

III. VERIFICATION OF THE PROPOSED METHOD 

For verification, 10 states of random values were set. The 
data rate was set to 5.6 Gbps. The hyperparameters of the 
proposed TD3 policy net is shown in Table III. Additionally, 
learning rate, batch size, action noise, and gradient descent 
algorithm are set to 0.001, 100, 0.01, and Adam-optimizer each.  
The proposed method trains the policy net for 150,000 epochs 
using the set hyperparameters. Table IV shows the performance 
evaluation of the proposed method compared with random 
search (RS), Bayesian optimization (BO), advantage actor-critic 
(A2C), and proximal policy optimization (PPO). A2C and PPO 
also train the policy net for 150,000 epochs using the set 

hyperparameters. The results of the signals passed to DIMM1 
and DIMM0 are shown in the table respectively. In the case of 
RS and BO, optimization was performed separately for each task. 
When repeated more than 1000 times, BO greatly increases the 
execution time, making it difficult to use. It can be seen that the 
proposed method, which obtains the result with only one 
inference, has the highest optimality than RS with 10000 times 
and BO with 1000 times. In the case of A2C and PPO, which are 
other reinforcement learning methods, they are stochastic policy 
gradient methods, but they did not optimize properly in 
multidimensional continuous action space. Through the above 
results, the proposed method has the best performance for high 
optimality, reusability, and low computing time as well.  

IV. CONCLUSION 

In this paper, we proposed the deterministic policy gradient-
based reinforcement learning for DDR5 memory signaling 
architecture optimization considering SI. We analyzed the effect 
of key limitations and we defined the MDP as improving the key 
limitation factors. Since the problem with continuous 15 states 
and 15 actions was a very multidimensional problem, it had not 
been optimized with the conventional optimization methods 
such as RS and BO, as well as other reinforcement learning 
methods such as A2C and PPO. The proposed method achieved 
the optimization in 0.3 seconds, proving high optimality, 
reusability, and computing time. 
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TABLE IV 
PERFORMANCE EVALUATION OF THE PROPOSED METHOD COMPARING WITH RS, BO, AND OTHER RL METHODS 

Method DIMM 
Eye aperture [UI] Time 

(1 test)  Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9 Test 10 

RS {10000} 
1 0.2016 0.1736 0.2128 0.3528 0.2856 0.2352 0.2352 0.336 0.2184 0 

3798 s 
0 0.2016 0.112 0.2968 0.3528 0.2856 0.2352 0.2352 0.336 0.2184 0.1792 

BO {1000} 
1 0.2765 0.616 0.308 0.3416 0.3136 0.3696 0.2912 0.336 0 0 

2113 s 
0 0.2765 0.1176 0.308 0.3416 0.3136 0.3696 0.2912 0.336 0 0 

A2C {1} 
1 0 0 0 0 0 0 0 0 0 0 

0.3 s 
0 0 0 0 0 0 0 0 0 0 0 

PPO {1} 
1 0 0 0 0 0 0 0 0 0 0 

0.3 s 
0 0 0 0 0 0 0 0 0 0 0 

Proposed {1} 
1 0.2912 0.3136 0.3304 0.392 0.3528 0.3752 0.3136 0.3752 0.2688 0.1624 

0.3 s 
0 0.2912 0.3136 0.3304 0.392 0.3528 0.3752 0.3136 0.3752 0.2688 0.1624 

TABLE III 
HYPER-PARAMETERS OF PROPOSED TD3 POLICY NET 

Network Layer 
Activation 
function 

Node 

Actor 
(actor, target) 

Input layer - 15 
Hidden 1 ReLU 400 
Hidden 2 ReLU 300 

Output layer Tanh 15 

Critic * 2 
(critic, target) 

Input layer - 30 
Hidden 1 ReLU 400 
Hidden 2 ReLU 300 

Output layer Linear 1 

70



An Efficient Methodology to Parse and Mesh Large
Interconnect Layouts for Electromagnetic Analysis

Qinghao Zhang†, Ruoyi Xie†, Fei Guo‡, Shashwat Sharma†, Damian Marek†, Piero Triverio†
†Edward S. Rogers Sr. Department of Electrical & Computer Engineering, University of Toronto, Toronto, Canada

‡Advanced Micro Devices, Markham, Canada
{qinghao.zhang, ruoyi.xie, shash.sharma, damian.marek}@mail.utoronto.ca, fei.guo@amd.com, piero.triverio@utoronto.ca

Abstract—We present a complete methodology to import and
mesh the layout of complex interconnect networks for electromag-
netic analysis. At first glance, these tasks may seem straightfor-
ward. In reality, they require complex geometrical operations,
which are not trivial to perform efficiently and robustly for
realistic layouts. The methodology is based on publicly-available
libraries and generates a conformal surface mesh suitable for the
boundary element method. The method is tested on an entire IC
package from the Packaging Benchmark Suite.

Index Terms—electromagnetic analysis, layout processing,
meshing.

I. INTRODUCTION AND MOTIVATION

Electromagnetic (EM) analysis is essential for the correct
design of interconnect networks at the chip, package and
board level. A critical part of EM analysis is importing the
interconnect layout and generating a quality mesh suitable for
the numerical solution of Maxwell equations. These operations
may seem relatively straightforward to perform combining
open-source libraries to read standard layout files such as
GDSII [1], manipulate 3D objects [2], and mesh them [3].
In reality, importing and meshing a realistic interconnect
layout is a very challenging task to perform efficiently and
robustly. Limited literature is available on this problem, and
few software libraries exist for parsing, meshing, and in some
cases, analyzing interconnect layouts.

Some open-source libraries exist for reading, writing and
visualizing GDSII files, such as gdstk [1], gds3xtrude [4],
and GDS3D [5]. For finite-difference methods, the gds2Para
library was recently released to support finite difference time
domain analysis of ICs, packages, and boards [6]. Alterna-
tively, libGDSII [7] was designed to be used in both finite
difference and integral equation methods. A limitation of both
GDS3D [5] and libGDSII [7] is that they rely on Gmsh [3]
for meshing. While Gmsh is an excellent meshing library, our
numerical results will show how Gmsh, by working in 3D,
cannot scale to realistic layouts, and a custom solution that
exploits their 2.5D nature is mandatory.

Parsing and meshing a real interconnect layout is chal-
lenging for many reasons. In most industrial formats (e.g.

This work was partially supported by Advanced Micro Devices, by the
Natural Sciences and Engineering Research Council of Canada, and by the
Canada Research Chairs Program.

GDSII), only the base (footprint) of each conductor is stored,
for performance reasons. In a realistic layout, there can be
thousands of polygonal footprints. Each footprint can be a
very complex polygon in itself, with hundreds of vertexes and
holes, as in the case of a ground plane traversed by many
signal vias. After each footprint is extruded vertically into the
actual 3D object, one must detect all portions of its surface that
are in contact with other conductors in adjacent layers. This
is necessary to properly enforce boundary conditions during
electromagnetic analysis and to, during meshing, enforce mesh
conformity. Conformity is required by several, but not all,
computational EM methods, such as the boundary element
method (BEM) [8]–[10], which is taken as end point in this
work.

Overall, the complexity of parsing and meshing interconnect
layouts, and the limitations of the state of the art, are an
obstacle to scientific research, industrial developments, and
to the adoption of quality benchmarks, such as the Packaging
Benchmark Suite [11]. We describe a complete methodology
to read a complex layout from industry-standard formats,
generate the actual 3D structure, and mesh it in a confor-
mal manner. The methodology is based on publicly-available
libraries and is shown to scale to an entire IC package.

II. METHODOLOGY

Interconnect layouts are typically stored in two files:
• a layout file which contains the 2D base of each object

in metal layers, here referred to as footprint;
• a technology file that maps metal layers to the dielectric

layers of the substrate. This file will also provide the
height and material properties of both metal and dielectric
layers.

Our end goal is to reconstruct the 3D structure of the
interconnect, identify where metal objects in different layers
touch each other, and generate a triangular mesh for the surface
of all metallic objects. The mesh on the corresponding faces
of touching objects must be identical (conformal), as required
by several state-of-the-art BEM formulations [9], [12].

A. Reading and Simplifying Footprints in Each Layer

For reading the layout file from GDSII format, we chose
gdstk [1]. In GDSII, footprints with voids are represented
as self-reentrant contours. The gdstk and Clipper [13] library
translate this representation to a more convenient one where978-1-6654-5075-1/22/$31.00 ©2022 IEEE
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the outer contour of the footprint, and the inner contour
of each void, are represented as separate polygonal paths.
The latter representation is simpler and preferable for later
manipulations.

In layout files, one can find multiple footprints that overlap
or are in flush contact. These footprints must be merged
with a union operation, as they represent a single conductive
entity with homogeneous material properties. Among available
libraries to manipulate 2D polygons, we found Clipper [13]
to be the most reliable and efficient. Furthermore, to make
each polygon strictly simple, we apply contour simplification
operations to all objects.

B. Detecting Contacts Between Objects in Adjacent Layers

After footprints have been prepared, the next crucial step
is extruding them along the vertical direction to generate the
actual 3D objects, detect contacts, and generate a conformal
mesh. Two routes exist at this point.

The simplest approach is to first extrude vertically each
footprint using Gmsh [3]. Next, Gmsh’s boolean operations
(called boolean fragments) can be used to identify, for a
given object, all portions of its surface that are in contact
with other objects in adjacent layers. Once identified, Gmsh
will identically mesh these surfaces on touching objects,
ensuring mesh conformity. However, we found that a direct
application of these built-in functions does not scale to even
moderately complex layouts, due to the cost of performing
these operations in three dimensions.

We propose an alternative solution that relies only on 2D
polygonal operations, and later extrudes footprints to their 3D
shape while ensuring mesh conformity. First, each footprint
is duplicated into what will be the lower and upper base of
each conductive object. Then, using Clipper [13], we check
if the upper base of an object in a layer intersects with the
lower base of any object in the layer above. If so, we use
the difference and intersection operations in Clipper [13] to
partition the base into contact and non-contact portions. Note
that each partition may consist of disjoint polygons, even if
the original footprint was a single polygon. This is the case,
for example, of a ground plane underneath a via fence. The
upper base of the ground plane will be partitioned into many
circular regions, representing the contact surfaces with the vias
above, and the remainder, which will be a large polygon with
many circular holes.

C. 3D Extrusion

Next, we describe how each 3D object is created given its
lower and upper bases, which are possibly partitioned. While
the lower and upper base still have the overall same shape,
they may have been partitioned into remarkably different
geometrical entities, making extrusion a non-trivial problem.
Fig. 1 shows a simple scenario of a square ring which touches
an object in the layer above (e.g. a stripline). While the lower
base is still a single polygon with a hole, the upper base
now consists of two polygons without any holes. Furthermore,
partitioning introduced additional vertexes and edges in the

(a) (b)

Fig. 1: Example of a square, hollow footprint: (a) lower base.
(b) upper base. Red lines belong to the internal contour of the
object, while blue lines belong to the external contour. Black
lines do not belong to neither the external nor the internal
contour.

upper base that do not exist in the lower base. These changes
make 3D extrusion quite challenging for complex layouts. To
address this challenge, we devised the following algorithm:

1) the lower and upper bases are decomposed into vertexes,
lines, and surfaces. This representation will also facili-
tate mesh generation with Gmsh [3];

2) all vertexes and lines are re-indexed looping through the
upper and lower bases. Lines that constitute the outer or
inner contours of the bases are identified during this step
(shown in red and blue in Fig. 1). However, at this point
it is only known whether or not a line belongs to one
of the contours;

3) a graph representation is created to relate vertexes on
the internal and external contours to their corresponding
lines. Then, a depth-first search is applied to find disjoint
subgraphs, which correspond to closed contours of line
segments. The graph representation is used to identify
matching contours on the upper and lower bases and
facilitate traversing around each of the closed contours;

4) the vertexes in the lower and upper bases that are
vertically aligned are detected based on their (x, y) coor-
dinates. Vertical lines are drawn between such vertexes
to form the side faces of the extruded object.

D. Meshing and Visualization

At this point, the actual layout has been reconstructed in 3D,
and is ready for meshing. Since the contact surface between
each pair of touching objects has been identified, it can be
meshed once ensuring conformity on all interfaces. Due to this
pre-processing, any meshing library can be used at this point,
providing flexibility on the type of mesh to be generated. In
our case, we used Gmsh [3]. The 3D layout and mesh can be
visualized with Gmsh’s viewer or, for better scalability, with
Paraview [14].

III. RESULTS

The proposed method was implemented in C++ and tested
on an IC package from the Packaging Benchmark Suite [11].
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Test Case Method # of Layers # of 2D Footprints # of Gmsh Surfaces # of Triangles CPU Time

IC Package (portion) Previous 15 335 1,291 56,742 25.9 s
Proposed 15 335 1,371 56,066 2.14 s

IC Package (full) Proposed 15 51k 326k 10M 27.4 min

TABLE I: Layout, mesh and CPU time statistics for the power integrity test package.

Fig. 2: Visualization of the mesh generated by the proposed
method for the IC package.

Fig. 3: A via connected to a ground plane, showing the mesh
used for the lower base of the via (left panel) and for the upper
base (right panel).

This is a medium-size package with vias, plated through holes,
15 layers and about 2,900 bumps. All tests were run on an Intel
Core i7-2600 CPU running at 3.4 GHz.

We consider first a small portion of the IC package, consist-
ing of 335 footprints out of the 51,000 of the whole package.
The goal is to compare the proposed method against the
simpler solution of using Gmsh and its boolean operations
to extrude footprints and ensure mesh conformity. While both
approaches result in a good, conformal mesh, their compu-
tational cost is remarkably different. As shown in Table I,
the Gmsh approach takes almost 26 s, since contact detection
and mesh conformity are performed in full 3D mode. The
proposed approach is about 12X faster, taking only 2.1 s. Most

of the speed-up arises from the fact that contact detection is
performed in 2D rather than in 3D.

Next, we consider the whole IC package. The 3D approach
based on Gmsh’s boolean operations does not scale to this
complexity, and can only handle, in several hours, selected
pairs of layers of the structure. The proposed method parses
and meshes the whole structure in 27.4 minutes on a single
thread. With multithreading and code optimization, this time
can likely be reduced further. The generated 3D structure
consists of about 326,000 surfaces. The mesh contains about
10 million triangles and is shown in Fig. 2. The figure shows
the whole structure and a local area with several power/ground
planes, vias, and bumps. Fig. 3 provides a detailed view of a
via connecting to a ground plane underneath. The figure shows
how the contact surface between the via and the plane has been
correctly identified and meshed to ensure conformity.
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Abstract—New closed-form expression for quasi-static 2-D
Green’s function of fully-shielded layered medium is proposed.
Along the vertical direction of the medium stratification the
spectrum of the Green’s function can be obtained through the
1-D ordinary differential equation and expressed as pole-residual
form. This rational function representation of the spectrum
allows to evaluate space domain Green’s function in layered
medium shielded from top and bottom with horizontal ground
planes in a closed-form. This closed-form expression allows
to analytically add up contributions from infinite number of
source images with respect to the vertical side walls of the
rectangular enclosure, hence, producing the new closed-form
expression for the 2-D Green’s function of rectangular enclosure
vertically filled with multilayered medium. Availability of such
Green’s functions enable construction of integral equation based
magneto-quasi-static and electro-quasi-static 2-D extractors. Such
2-D magneto-quasi-static extractor based on solution of Surface-
Volume-Surface Electric Field Integral Equation (SVS-EFIE) for
multi-conductor transmission lines (MTLs) situated in shielded
layered media is demonstrated.

Index Terms—Green’s function, inductance, integral equations,
method of moments, resistance, transmission lines

I. INTRODUCTION

EFFICIENT computation of periodic Green’s functions is
essential for expedient analysis of shielded transmission

lines [1]. In this work we propose a new approach to evaluation
of double-periodic 2-D Green’s functions featuring planar
layered medium along one of the dimensions, which leads to
fully close-form representation of such Green’s functions. The
infinite spectral integrals are evaluated in closed-form through
casting of the layered media Green’s function spectra into the
pole-residual form. The latter is enabled through discretization
of the 1-D ordinary differential equation governing the layered
media Green’s function spectrum followed by the eigenvalue
decomposition in the resultant matrix equation. The method
is commonly called Spectral Differential Equation Approx-
imation Method in our prior work [2]–[4]. After closed-
form evaluation of the spectral integrals the remaining infinite
series ends up in the form of geometric series which can
be summed analytically. To demonstrate application of the

978-1-6654-5075-1/22/$31.00 ©2022 IEEE
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Fig. 1. The shielded two-conductor MTLs located over lossy substrate.
The PEC planes situated at y1 = −189.01099µm and y6 = 219.01099µm
enable termination of the FD grid for spectral domain 1-D ODE along the y
coordinate. The distance between the vertical PEC planes d varies in different
examples. The region of interest is y ∈ [y2, y5], where y2 = 0 and y5 = Y .
In order to model the case of top PEC far away from the bottom PEC easily,
the buffer regions y ∈ (y1, y2) and y ∈ (y5, y6) are mapped to regions of
parametric variable t ∈ (0, D − ht) by using coordinate transformation [4].

new representation of double periodic 2-D Green’s function
featuring layered media, we use it to construct the 2-D Green’s
function of rectangular enclosure filled with layered medium.
This 2-D Green’s functions of the shielded layered medium is
subsequently used in 2-D magneto-quasi-static formulation of
the SVS-EFIE [4] to enable analysis of MTLs with complex
cross-sections shielded by the rectangular enclosures. This
paper is an abbreviated version of the complete descriptions
provided in the chapter 3 of the thesis [5].

II. LAYERED MEDIA GREEN’S FUNCTION COMPUTATION

A. Computation of Primary Green’s Function

The primary Green’s function Gε0(ρ,ρ
′) is computed by

considering only the top PEC plane, the bottom PEC plane,
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and the multilayered substrate sandwiched in between. The
layered medium Green’s function satisfies the 1-D Helmholtz
equation in spectrum domain [4]. The numerical solution of
it is obtained in pole-residual form by using FD technique
as discussed in details in [4] and is not repeated here. This
pole-residual form enables the closed form evaluation of the
inverse Fourier transformation analytically. The closed form
space domain primary Green’s function Gε0 at the discrete
samples along y coordinate is expressed as

Gε0(|x− x′|, yn, y′m) =
N−1∑
j=0

[T ]nj [T
−1]jm[d]m

e−
√
Sj |x−x′|

2
√
Sj

,

(1)
where yn is the observation point elevations, y′m is source
point elevations, [T ] is the matrix storing the eigenvectors and
Sj is the jth eigenvalue.

B. Accounting for Sidewalls Using Image Theory

The layered media Green’s function has contributions from
the left PEC plane and right PEC plane through image theory.
The images of the point source located at x′ created by the
left PEC plane situated at x1 and the right PEC plane situated
at x2 can be classified into four categories according to the
distance between the position of the images to the PEC planes.
Source has infinite number of images beyond the left hand side
of left PEC plane and the right hand side of right PEC plane.
The distance between left PEC plane and the right PEC plane
is d. The point source and all the images of the point sources
will have the contributions to the magnetic vector potential
Green’s function at observation location x.

From the image theory, the total Green’s function can be
obtained from the summation of the primary contribution due
to the point source and the contributions due to all the images
of the source point with respect to the sidewall, which after
analytic evaluation of geometric series over infinite number of
images yields

Gε(x, x
′, yn, y

′
m) =

N−1∑
j=0

[T ]nj [T
−1]jm

[d]m

2
√
Sj(

e−
√
Sj |x−x′| +

1

1− e−
√
Sj2d

[
− e−

√
Sj(2x2−x′−x)

−e−
√
Sj(−2x1+x

′+x) + e−
√
Sj(x2−x1+x

′−x+d)

+e−
√
Sj(−x1+x2−x′+x+d)

])
. (2)

The above formula (2) constitutes the new closed-form
expression for the 2-D magneto-quasi-static Green’s function
of planar layered medium inside the rectangular enclosure.
In the following Section we briefly revisit the 2-D magneto-
quasi-static SVS-EFIE and the use of new proposed Green’s
function in its formulation.

III. SVS-EFIE FORMULATION IN MULTILAYERED MEDIA

Magneto-quasi-static SVS-EFIE is formulated for auxiliary
surface current density Jz residing conductor boundaries. Sub-
stitution of single-source field representation into 2-D Volume
EFIE [4] and enforcement of the latter on the boundary of the
conductor ∂S while approaching the boundary ∂S from inside
its volume S yields [4]

− ιωµ0

∮
∂S

Gσ(ρ,ρ
′)Jz(ρ

′) dρ′ + σω2µ0∮
∂S

[ ∫∫
S

Gε(ρ,ρ
′)Gσ(ρ

′,ρ′′)ds′
]
Jz(ρ

′′)dρ′′ = Vp.u.l., ρ ∈ ∂S.

(3)
In (3), Gσ(ρ,ρ′) is the Green’s function of the homogeneous
conducting space having wavenumber kσ , conductor bulk
conductivity σ. ι is imaginary unity

√
−1, ω = 2πf , and

f is frequency. For conductor or group of conductors forming
a MTLs, the Green’s function Gε(ρ,ρ′) in (3) is given by (2).

IV. NUMERICAL RESULTS

In order to validate the proposed computation of the
shielded multilayered media Green’s function, the layered
medium SVS-EFIE formulation is applied to model 2-D
shielded microstrip transmission lines embedded in the mul-
tilayered media (Fig. 1). The numerical results obtained from
proposed approach are compared to those obtained using
COMSOL FEM commercial solver.

In the experiments, two rectangular cross-section conductor
transmission lines made of copper with σ = 5.8 · 107 S/m
are situated in the air layer above lossy substrate with σs =
1 · 104 S/m, εs = 12ε0 and enclosed in a perfect electric
conductor (PEC) box as depicted in Fig. 1. Each conductor has
width w = 20µm, thickness t = 6µm. The distance between
the two conductors is w = 20µm. The height of the PEC
box is fixed at 408.02198µm, the distance between the left
conductor to the left PEC wall is the same as the distance
between the right conductor to the right PEC wall. The width
of the PEC box d varies in the experiments to test the impact
of the PEC sidewalls on the fields and extracted network
parameters of such shielded MTLs. In these experiments the
y coordinate is discretized by the FD grid as shown in Fig. 1.
The intervals of interest y ∈ [0µm, 10µm], y ∈ [10µm, 20µm],
and y ∈ [20µm, 30µm] are discretized with the uniform
samples. The conductors are contained in the interval y ∈
[10µm, 20µm] and the sampling step size in each interval may
be different. Then the boundary locations of the top PEC and
the bottom PEC can be determined by the extension of the
upper buffer regions y ∈ (30µm, 219.01099µm) and the lower
buffer regions y ∈ (0µm,−189.01099µm) through mapping
the physical y coordinate to the parametric variable t. This
transformation enables modeling the top PEC and the bottom
PEC far away from each other easily without applying dense
uniform FD samples. Distribution of the volumetric electric
current density in the two-conductor MTLs situated above
the lossy substrate at 5GHz computed using SVS-EFIE and
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SVS-EFIE COMSOL

Fig. 2. Volumetric current density in the two-conductor MTLs situated above the lossy substrate at 5GHz. The box width is 70.0µm. The conductors are
driven with 1V in the left conductor and 0V in the right conductor. The current distribution computed using SVS-EFIE is shown in the left. The validated
result by COMSOL FEM is shown in the right.

COMSOL FEM solver with the enclosure width d = 70.0µm
is shown in Fig. 2. The conductors are driven with voltage 1V
in the left conductor and 0V in the right conductor. The self-
resistance R11 and self-inductance L11 (mutual-resistance R12

and mutual-inductance L12 were also studied and omitted to
save space) for various enclosure widths d at 5GHz are shown
in Fig. 3 and Fig. 4, respectively. The numerical performance
of SVS-EFIE based RL extraction is demonstrated in [6].

Fig. 3. Per-unit-length self-resistance R11 in two-conductor MTLs at 5GHz
shown in Fig. 1 as functions of box width for the homogeneous box fill and
box containing substrate of conductivity σs = 10kS/m.

V. CONCLUSIONS

Paper presents new approach to closed-form evaluation
of the 2-D Green’s function of the rectangular enclosure
filled with planar layered medium. The method allows for
analytic evaluation of the Fourier transform integrals as well as
subsequent analytic addition of infinite geometric progression
series over the images occurring due to vertical walls of
the rectangular enclosure. The resultant new Green’s function
representation can be used for analysis of complex cross-
section multi-conductor transmission lines in layered media.

Fig. 4. Per-unit-length self-inductance L11 in two-conductor MTLs at 5GHz
shown in Fig. 1 as functions of box width for the homogeneous box fill and
the box containing substrate of conductivity σs = 10kS/m.
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Abstract—An efficient parallel solver is proposed for extracting
port parameters from electrical interconnects with many ports.
We demonstrate that block iterative methods can be used to
improve convergence rate and parallel efficiency. The proposed
method is up to 16× faster than an existing method on structures
with up to 128 ports and 3 million unknowns.

Index Terms—boundary element method, adaptive integral
method, block iterative methods, skin effect modeling

I. INTRODUCTION

The boundary element method (BEM) is a popular tech-
nique for the electromagnetic analysis of large complex
structures, which abound in modern electrical interconnects
and electronic packages. Unlike volumetric formulations, the
BEM only requires a surface mesh of conductive objects.
Therefore, the number of unknowns can be considerably
reduced compared to volumetric methods. However, the BEM
results in a dense system of equations, which limits the size
of problems that can be solved. As a result, the BEM is
commonly partnered with an acceleration method, such as the
adaptive integral method (AIM), and an iterative algorithm is
used to compute the solution, e.g., the generalized minimum
residual (GMRES) algorithm [1].

Although existing parallel BEM solvers can simulate large
structures, most of them are not suitable for the electromag-
netic analysis of electrical interconnects. The few BEM solvers
that are applicable [2], [3], require considerable improvement
before they may be used to efficiently analyze realistic struc-
tures. For example, silicon interposers used for high-bandwidth
memory may contain thousands of signal lines. Extracting
all scattering parameters of these structures would require
repeatedly solving a system of equations thousands of times.
For direct solvers, which are not easily applicable to the
BEM, increasing the number of excitation vectors remains
computationally efficient, since the dominant computational
workload is the matrix factorization step. On the other hand,
the computational cost of solving the system of equations us-
ing the GMRES algorithm [1] is proportional to the number of
excitation vectors. Therefore, the computation time can grow
considerably when thousands of ports need to be characterized.

This work was partially supported by: Advanced Micro Devices, Natural
Sciences and Engineering Research Council of Canada, Digital Research
Alliance of Canada, CMC Microsystems.

In this work, we propose an efficient parallelization strat-
egy for an AIM-accelerated BEM solver that enables rapid
extraction of port parameters from large electrical interconnect
structures. The proposed strategy leverages block iterative
methods [4] to reduce the number of iterations associated
with multiple port excitations and improves the overall parallel
efficiency. The solver is validated on the package microstrip
benchmark [5]. Subsequently, the proposed method is tested on
stripline array structures of increasing size and port count. The
proposed method is found to be 16× faster than an existing
method on the largest structure, which is composed of 64
striplines and 3 million mesh edges.

II. FORMULATION

We consider structures comprising rough lossy conduc-
tors embedded in a layered medium. Our objective is to
model the structure using Maxwell’s equations and extract
scattering (S) parameters. In order to avoid low-frequency
breakdown issues, we use the augmented electric field integral
equation (AEFIE) [6], along with an approximate surface
impedance boundary condition (SIBC) [7], to formulate the
system of equations. After discretization with Rao-Wilton-
Glisson (RWG) [8] and pulse basis functions, the AEFIE can
be written as:[

jk0LA + η−1
0 Zs −DTLΦB

FD jk0I+C

] [
Js

c0ρρρr

]
=

[
0
Is

]
. (1)

In (1), LA and LΦ are the discretized vector and scalar
potential parts of the L operator [9], which involve the Green’s
function of layered media [10]. Coupling to a Thevenin-
equivalent circuit excitation is provided by matrix C [11]. The
SIBC is enforced by Zs, which includes the Groiss correction
factor for conductors with surface roughness [12]. The identity
matrix is given by I, while Is is the excitation current. The
remaining matrices are identical to [6].

In the AIM, (1) is solved iteratively, and the required matrix-
vector products (MVPs) involving LA and LΦ are accelerated
with fast Fourier transforms. To improve the convergence
properties of the system of equations in (1), the constraint
preconditioner from [6] is used, which requires the solution
of a sparse system of equations. The cost of solving (1)
scales linearly with the number of port excitations NP. When
NP is large, an improved approach is needed to reduce the
computation time.978-1-6654-5075-1/22/$31.00 © 2022 IEEE
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III. PROPOSED METHOD

A simple parallelization strategy for solving (1) is to treat
each excitation as a separate problem assigned to a small
fraction of the total available processes. Although this would
lead to an embarassingly parallel computational problem,
duplicating the system matrix for each group of processes
would require an excessive amount of memory. The proposed
method distributes the system matrix over all processes and
uses memory sparingly.

We propose to use block iterative methods [4] in order
to reduce the total time needed to extract S parameters. In
block iterative methods, excitation and unknown vectors are
concatenated into tall skinny dense matrices. Then, the system
of equations is solved for all unknown vectors simultaneously.
For example, a block iterative method can be used to solve
linear systems of the form

AX = B, (2)

where A is the system matrix, X is a dense matrix of
concatenated unknown vectors, and B is a dense matrix of
concatenated excitation vectors.

Block iterative methods have two main advantages over
conventional iterative methods when multiple excitations are
present. First, they can generate larger subspaces, which can
improve the convergence rate, thus, reducing the number of
iterations [4]. Second, the block nature of the matrix-matrix
products (MMPs) increases the arithmetic intensity and can
improve computational efficiency [4]. This second point is
especially valid for distributed-memory solvers, where parallel
efficiency can be improved by packing more data into commu-
nication buffers. On the other hand, a block iterative method
will use additional memory to store vectors that are needed for
the block Krylov subspace and any intermediate computations
required in system matrix multiplications. However, memory
usage in the AIM is dominated by the near-region portions of
LA and LΦ, so the effect of any additional vectors on the total
memory consumption will be small. In any case, the number
of excitation vectors may always be reduced to fit the available
memory of the system with remaining excitation vectors being
solved in a subsequent batch solve.

A state-of-the-art parallel solver was modified [3], [13],
so that the system matrix in (1) could efficiently multiply
dense matrices. This was achieved by swapping all MVPs
involving submatrices of (1) with MMPs. This includes the
AIM-acclerated matrices LA and LΦ. Vectors required to store
intermediate results of a MVP with (1) were replaced by
dense matrices. The preconditioner was enhanced to enable
its efficient application to dense matrices using a similar
approach. These changes allowed for the parallel solver to
make use of the block GMRES algorithm implemented in [4].

IV. RESULTS

A. Package Microstrip Benchmark

In this section, the proposed method is validated on the
package microstrip benchmark from [5]. This benchmark

Figure 1. S parameter plots for the package microstrip benchmark [5]. Top
panel: return loss |S11| Bottom panel: insertion loss |S21|.

consists of a single microstrip with an excitation port at each
end. A detailed description is available in [5].

The structure was simulated from 1 to 40 GHz using the
proposed method and Ansys HFSS. Measured results were
extracted from plots in [5] using an online digitizer and are
plotted alongside the simulation results in Fig. 1. The S
parameters computed by simulation are in good agreement.
As expected, the simulated S parameters deviate slightly from
the measured S parameters as observed in the benchmark
description [5].

B. Stripline Array

Next, the performance of the proposed solver is tested by
extracting S parameters from structures of increasing size. A
schematic of the smallest structure is shown in Fig. 2. These
structures are inspired by the package microstrip benchmark
and the set of structures in [2]. Each structure consists of
two ground planes, NS striplines, and 2NS other conductors,
which are not connected to ports. An example structure with
NS = 4 is presented in Fig. 2. All conductors are assigned a
conductivity of 4.5×107 S/m and an RMS surface roughness
of 0.3 µm. These structures are embedded in a layered medium
composed of a single dielectric material of thickness 180 µm
surrounded by air. The dielectric has an electric permittivity
of 3.4 and a loss tangent of 0.018. The length of the structures
is set to 28.26 mm, which is comparable to the size of the
package power integrity benchmark problem [5]. An excitation
frequency of 10 GHz was used for all simulations. Table I
contains supplementary information for each structure, includ-
ing the number of mesh edges NE, the number of AIM grid
points Nx, Ny, Nz , and the number of effective MVPs NMVP

required by the GMRES algorithm and the proposed method
to reach a relative tolerance of 10−4. The value of NMVP

for the block iterative method is computed by multiplying the
number of MMPs by NP.

The execution time of the proposed method was compared
to the existing strategy which uses the GMRES algorithm [1].
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Table I
PARAMETERS FOR THE STRIPLINE ARRAY STRUCTURES IN SECTION IV-B.

NS NE Nx Ny Nz
NMVP

GMRES Proposed

4 399, 603 600 40 10 1, 718 1, 952

16 936, 747 600 64 10 11, 910 5, 856

64 3, 089, 775 600 160 10 93, 179 21, 888

Figure 2. Schematic of the NS = 4 stripline array structure. Top panel: top
view. Bottom panel: cross sectional view.

To compare the computational efficiency of each method
independently of their convergence rate, the accumulated time
spent in solver steps was divided by NMVP, which results in
an average time for a single excitation vector. All simulations
were run on the Scinet Niagara cluster where each node has
40 Intel Skylake cores, running at 2.4 GHz, and 202 GB of
memory. The total number of CPU cores used ranged from 20
to 1, 280. The results of the scalability experiments for each
stripline array structure are plotted in Fig. 3.

The results indicate that the reduction in solver iterations re-
duces the total solve time. Furthermore, the plots averaged by
NMVP demonstrate that many solver steps, such as, applying
the preconditioner, are more computationally efficient when
they are applied to multiple vectors at once. The proposed
method was 16× faster at extracting the 128 S parameters of
the largest structure, when 1, 280 processes were used.

V. CONCLUSION

We presented a new strategy for accelerated BEM solvers
that improves the efficiency of computing scattering param-
eters of large electrical interconnect structures with many
ports. This approach leverages the superior convergence and
computational efficiency properties of advanced block iterative
methods. The proposed method was 16× faster than existing
strategies when compared on a structure with 128 ports.
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Abstract — In this paper, an artificial neural network (ANN) 

trained using a novel transfer learning approach is presented for 

the variability-aware signal integrity analysis of on-chip multi-

walled carbon nanotube (MWCNT) interconnects. In the 

proposed transfer learning approach, initially a secondary ANN is 

trained to emulate the signal integrity quantities of interest of an 

approximate equivalent single conductor (ESC) model of the 

MWCNT interconnects. Thereafter, the values of the weights and 

bias terms of this secondary ANN are used to expedite the training 

of the primary ANN that will emulate the signal integrity 

quantities of the more rigorous multiconductor circuit (MCC) 

model of the MWCNT interconnects.       

Keywords — Artificial neural networks (ANNs), high-speed 

interconnects, multi-walled carbon nanotubes (MWCNTs), 

transfer learning, variability analysis, signal integrity. 

I. INTRODUCTION 

At sub-22 nanometer technology nodes, multi-walled 

carbon nanotube (MWCNT) on-chip interconnects display 

significantly lower scattering, higher current carrying capacity, 

and higher thermal conductivity than conventional copper 

interconnects [1]. For right-the-first-time design of such 

MWCNT interconnects, electronic design automation (EDA) 

tools need to explore how variability in the geometrical, 

material, and physical parameters of the interconnect structure 

affect the signal integrity quantities of interest such as the signal 

delay, peak crosstalk, and eye diagram characteristics. 

Typically, a Monte Carlo framework is employed to perform 

the variability-aware signal integrity analysis of MWCNT 

interconnects [2]. However, because of the poor convergence 

of the Monte Carlo technique, this entails performing thousands 

of SPICE simulations of the highly rigorous and complex 

multiconductor circuit (MCC) model of the MWCNT 

interconnects at extremely high computational time costs [3].  

To mitigate this problem, surrogate models based on 

machine learning (ML) regression techniques such as artificial 

neural networks (ANNs) have been reported in the literature 

[4]-[6]. These surrogate models take the form of analytic 

functions emulating the nonlinear dependency of the signal 

integrity quantities of interest on the geometrical, material, and 

physical parameters of the interconnect structures. In particular, 

ANNs have the capacity to emulate highly nonlinear 

relationships that other methods such as those based on smooth 

polynomial basis functions cannot [7]. Once trained, the ANN 

surrogate models can be probed at a miniscule fraction of the 

computational time cost of a SPICE MCC model simulation to 

estimate the values of the signal integrity quantities for different 

input parameter values. Hence, these ANN surrogate models 

can replace the repeated and expensive SPICE MCC model 

simulations in a Monte Carlo framework. Unfortunately, the 

training of ANNs is a very tedious process where massive 

amount of training data may be required using repeated SPICE 

simulation of the MWCNT interconnects.  

In this paper, a transfer learning (TL) approach is developed 

to address the above computational costs to train conventional 

ANNs [8]. The TL approach focuses on extracting and reusing 

the knowledge gained from solving a secondary or a related 

problem to expedite the training of the primary ANN to solve 

the target problem. In this work, the secondary problem is 

defined to be the training of an ANN surrogate model to emulate 

the signal integrity quantities of an MWCNT interconnect 

modeled by the inaccurate equivalent single conductor (ESC) 

model [9]. Importantly, generating the training dataset for this 

secondary problem is numerically very cheap given the 

relatively small SPICE simulation cost of the ESC model 

compared to the MCC model. Next, the entire ANN architecture 

including the optimized weights and bias values of the 

secondary problem is used as an informed starting guess to train 

the primary ANN to emulate the signal integrity quantities of the 

interconnect modeled by the rigorous MCC model. Given the 

use of the informed initial guess of the weights and bias terms, 

the number of SPICE MCC model simulations required for 

training the primary ANN will be a significantly reduced.  

II. PROPOSED TRANSFER LEARNING APPROACH 

A. Problem Statement   

Consider a general MWCNT interconnect network 

consisting of M conductors, each with Ns concentric shells as 

shown in Fig. 1. The variability in the geometrical, physical, 

and material parameters of the interconnect structure is mapped 

to N mutually uncorrelated random variables λ = [λ1, λ2,…, λN] 

located within the multidimensional support Ω. The task is to 
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further map the impact of these random variables on the signal 

integrity quantities of interest of the interconnects. To that end, 

fully connected conventional ANNs can be developed to 

emulate the signal integrity quantities as 
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In (1), y represents the vector of P signal integrity quantities of 

interest which are also the outputs of the ANN. The vector F 

represents the vector of the analytic nonlinear mapping 

functions identified by the ANN. The training dataset for this 

ANN is represented as {λ(k), yMCC(λ(k))}
1

tN
k =

where yMCC(λ(k)) is 

the set of the signal integrity quantities determined from SPICE 

MCC model simulation at the k-th training sample λ(k) = [λ1
(k), 

λ2
(k), …, λN

(k)]. Here, the key challenge is that the number of 

training samples, Nt, used to reliably train the ANN is usually 

massively large, thereby requiring prohibitively high time costs 

to extract the training dataset from repeated SPICE MCC model 

simulations. To address this problem, a transfer learning (TL) 

approach is developed as explained in the next few subsections. 

B. Transfer Learning: Training the Secondary Problem 

The first step in the proposed TL approach is to solve a 

related secondary problem – to train an ANN to emulate the 

target signal integrity quantities of (1) as functions of λ where 

the training dataset is generated using SPICE ESC model 

simulations instead of MCC model simulations. In this case, the 

training dataset will be {λ(k), yESC(λ(k))} 1

1
N
k =

where yESC(λ(k)) is 

the signal integrity quantities obtained from a SPICE ESC 

model simulation at λ(k). The outputs of this ANN will be 
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where for a standard three-layer multi-perceptron architecture 
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In (3), σq,p refers to the q-th nonlinear activation function used 

in the neurons of the p-th layer, bq,p is the bias value entering 

the q-th neuron of the p-th layer, and ,
,q pwα β is the synaptic 

weight linking the α-th neuron of the q-th layer to the  β-th 

neuron of the p-th layer. Once the weights and bias terms of (3) 

are optimized to minimize the mean squared error loss function  
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the secondary ANN is said to be trained. Here, w and b refer to 

the full set of weights and bias term in (2)-(3). At this point, it 

is emphasized that the cost of generating the training dataset for 

the secondary ANN is very cheap given that the ESC model is 

substantially smaller in size than the MCC model [7]. 

Moreover, given that the ESC model is an approximation of the 

MCC model, the secondary task of fitting the mapping 

functions of (2)-(3) is expected to be similar to the target task 

of fitting the original mapping functions of (1). Thus, the 

secondary ANN is ready for transfer learning.  

C. Transfer Learning: Training the Primary ANN   

In the second step, the secondary ANN architecture along 

with the optimized values of the weights and bias terms in (3) 

is used as an initial guess to start the optimization process of the 

primary ANN of Section II A. The rationale behind this choice 

is that given the similarity of the tasks performed by the 

secondary and the primary ANNs, the optimal values of the 

weights and bias terms in the primary ANN will be close to the 

values of the secondary ANN. Therefore, the number of 

training samples, Nt, in the training dataset for the primary ANN 

required to refine the weights and bias terms from their initial 

guesses to their optimized values will be significantly reduced 

compared to the conventional training process where the initial 

guess of the weights and bias terms are randomly selected. In 

other words, the number of SPICE MCC model simulations 

required to train the primary ANN will be reduced. This benefit 

is validated by a numerical example in the next section.  

III. NUMERICAL RESULTS AND DISCUSSIONS 

In this section, a 3-line MWCNT interconnect network as 

shown in Fig. 1 is considered. The variability in the geometrical 

 
Fig. 1: Circuit schematic of the MWCNT interconnect network with 
the cross-sectional view of the MWCNT conductors. 

TABLE I 
UNIFORMLY DISTRIBUTED DEVICE PARAMETERS  

S. No. Parameter 
Nominal 

Value 
Variation 

1-3 
Din,i (Diameter of inner shell 

for i-th conductor) 
2.28 nm 

+/- 15% 

4-6 
di (Intershell distance for i-th 

conductor) 
0.14 fF 

7-9 
CS,i (Driver capacitance of i-th 

conductor) 
0.049 fF 

10-12 
CL,i (Load capacitance of i-th 

conductor) 
50 nm 

13 w (Conductor spacing) 22 nm 

14 
H (Height of conductor above 

ground plane) 
50 nm 
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and physical parameters of the interconnect is provided in Table 

I. In this example, Line 1 and 3 are the active lines while Line 

2 is quiet. The SI quantities of interest for this example are the 

50% delay time (t50) for the active line and peak crosstalk (Vp) 

for the victim line. The statistics of these SI quantities are 

evaluated using a Monte Carlo based analysis with 20,000 

samples. The Monte Carlo analysis is performed using the 

following methods – the direct method using 20,000 SPICE 

MCC model simulations, an ANN trained using the 

conventional training method of Section II A, an ANN trained 

using the well-known source difference (SD) [6] and prior-

knowledge input (PKI) methods [10], and an ANN trained 

using the proposed TL approach. All ML techniques utilize the 

same training dataset of Nt = {100, 200, 300, 350, 500, 600, 

700, 800, 900, 1000} Latin hypercube sampling points and a 

common testing dataset of 1000 points. All ANN models use a 

single hidden layer, hyperbolic tangent activation function, and 

the Levenberg-Marquardt optimizer. The conventional ANN 

requires 11 hidden neurons and 4000 epochs for training, the 

SD ANN requires 8 hidden neurons and 2000 epochs for 

training, and the PKI ANN requires 9 hidden neurons and 2000 

epochs for training. The proposed ANN trained using the TL 

approach requires 10 hidden neurons for both the secondary and 

target ANN. In Fig. 2, the decay of the testing error with the 

increasing number of training points for all the above ANNs is 

displayed. From Fig. 2, it is clear that the proposed TL approach 

requires the smallest number of training samples (350 MCC and 

500 ESC samples) compared to not only the conventional ANN 

(900 MCC samples) but also the SD and PKI ANNs (600 and 

800 MCC samples respectively, each with a further 500 ESC 

samples) to reach the error threshold of 5 fs and 4.5e-5 V for 

delay time and peak crosstalk, respectively. This corresponds 

to the proposed TL approach exhibiting the best speedup of 

roughly 2.5x over the conventional ANN during training. This 

is illustrated in the scatter plots of Fig. 3. Finally, the probability 

density function of the SI quantities of interest obtained using 

the proposed TL approach and the direct Monte Carlo approach 

are compared in Fig. 4.  

IV. CONCLUSION 

In this work, a novel transfer learning approach is developed 

to expedite the training of conventional ANNs when 

performing variability-aware signal integrity analysis of on-

chip MWCNT interconnects. The key attribute of the proposed 

transfer learning approach is its ability to reuse the knowledge 

gained from training a related secondary ANN to intelligently 

accelerate the optimization of the primary ANN.  
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                           (a)                                              (b) 

Fig. 2: Decay of the RMS testing error with the increasing number 
of training points for different ANNs. (a) 50% delay time for 
response at node N1, (b) peak crosstalk at node N2. 
 
 

  
                          (a)                                              (b) 

Fig. 3: Scatter plot of (a) 50% delay time for response at node N1 and 
(b) peak crosstalk at node N2 at 1000 testing points for different 
ANNs trained using 350 MCC samples. 

 

 
                         (a)                                              (b) 

Fig. 4: PDF of (a) 50% delay time for response at node N1 and (b) 

peak crosstalk at node N2 for 20,000 Monte Carlo samples. 
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Abstract—In this paper, we present an improved methodology
to achieve good correlation between measured and modeled
high frequency data for sockets. The resulting technique was
applied to a land grid array (LGA) socket, designed to provide
a detachable solution between a microelectronic package and
a printed circuit board (PCB), while simultaneously satisfying
the stringent electrical requirements for high speed signaling.
Test vehicles were assembled with surface mount LGA sockets
on test boards and a removable test package. 4-port and 12-
port S-parameter measurements were performed on the test
vehicle assembly. The socket only insertion loss and return loss
performance was extracted using a de-embedding process. A good
correlation was achieved between de-embedded measured and
modeled differential-ended (DE) insertion loss (IL) data from
DC to 16 GHz. For the first time such good correlation for de-
embedded high frequency socket data has been reported as per
the authors’ best knowledge.

Index Terms—LGA socket, methodology, correlation, SI

I. INTRODUCTION

Within the last decade, there has been a drastic increase
of data speeds in microelectronic systems, driven by appli-
cations such as big data, cloud services, and more recently
by artificial intelligence, machine learning, and autonomous
driving applications. To enable such data speed increases, there
has been a continuous effort in developing low-loss substrates
for both packages and PCBs, interconnect conductors with
better surface finish, low-loss cables, connectors with low-
loss and better shielding, smooth impedance transition between
different channel components, and strategic routing strategies
to lower the overall noise budget. Each of the component
designs has its own challenges and requires individual signal
integrity budgeting to successfully achieve the desired data
rate. In a set of microelectronic systems, socket is an important
component between the package and the PCB and one of the
major contributors for impedance discontinuity and crosstalk
within the channel. Hence, it is important to validate the
performance of a socket on its own to effectively implement
a successful channel.

LGA sockets, which are commonly used in microprocessor
systems, are surface mounted (SMTed) on top of a PCB.

A certain amount of force is applied after the micropro-
cessor package is inserted into an LGA socket to establish
and maintain good electrical contact. Several factors should
be considered to achieve a good high frequency electrical
measurement to modeling correlation of a socket. For ex-
ample, loading mechanism of the socket should be well
controlled to mimic the desired loading condition. Developing
a comprehensive yet focused methodology for high frequency
socket characterization is important to produce high quality
measurement data and build confidence in the corresponding
high frequency socket models. A well correlated model will
provide stronger confidence for the channel link simulation
results and consequently on the overall system performance.

In literature, few earlier works exist for high frequency
socket validation and correlation [1], [2]. However, majority
of the previous work do not comprehend de-embedded socket
measurement to modeling correlation. Post de-embedding cor-
relation is specifically challenging, as any errors from probe to
probe data can get accumulated. To reduce the error, different
sources of uncertainties need to be addressed and removed,
as much as possible, for better correlation. In this work, we
have addressed several of these uncertainty factors, which
can impact the measurement to modeling correlation, and
demonstrated good post de-embedding correlation.

Fig. 1: Measurement setup of the SUT assembly using PNA.

II. TEST VEHICLE DESIGN

The test vehicle (TV) in this study contains three parts: a)
Test package, b) socket under test (SUT), and c) test PCB. Low978-1-6654-5075-1/22/$31.00 ©2022 IEEE
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(a) (b)

Fig. 2: (a) Test structure locations within the TV. (b) Sample
model assembly of DE crosstalk test site.

loss PCB and package materials were chosen to minimize cal-
ibration and de-embedding errors. Since the primary objective
of this study was to extract SUT-only characteristics, a test
package and PCB with minimum number of layers were used,
instead of using a typical microprocessor package and PCB
stack-up with a large layer-count. The TV assembly with the
loading fixture is shown in Fig. 1. S-parameter measurements
were performed at different test sites within the TV to extract
the key signal integrity parameters. These included: 1) DE IL,
2) DE return loss (RL), and 3) DE crosstalk. The test sites are
shown in Fig. 2(a). ‘Pair 1’ is for characterizing DE IL and
RL, which is measured by a 4-port VNA. ‘Pairs 2, 3, and 4’
are for characterizing DE crosstalk, which is measured by a
12-port VNA.

Once the SUT assembly is measured, the S-parameter
results are de-embedded to extract socket-only parameters.
Individual de-embedding structures were included within the
test package and PCB with a 2X through length to remove the
effect from long traces. Automated fixture removal (AFR) was
used as the de-embedding methodology as AFR enables use
of a small number of de-embedding structures on TV without
compromising the quality [3]. Full-wave 3D simulations were
performed on specific portions of the TV model using the
SUT, package and PCB layer stack-up to mimic the assembly
test conditions. A model assembly of the ‘Pairs 2, 3, and 4’
crosstalk site is shown in Fig. 2(b).

III. VALIDATION METHODOLOGY DEVELOPMENT

A comprehensive validation methodology was developed
for the measurement to modeling correlation process, which
takes into account some key uncertainties that impact the SUT
measurement process and results. These are reviewed next.

A. Test PCB Impedance

The glass weave direction and fabrication process variation
can impact the impedance of the manufactured traces within
the test board. Too much impedance variation among the
traces impacts the amount of accumulated error in the post
de-embedding results. To remove this uncertainty, impedance
screening of the test boards using time domain reflectometry
(TDR) was performed and only boards meeting impedance
target of nominal ±5% were used for SUT assembly and
tests. Even though this manufacturing and screening process
qualified approximately 30% of the total test boards, this was a
crucial step to have high quality de-embedded measured data.

B. Solder Ball Shape
As the sockets are SMTed, another important parameter to

consider is the resulting solder ball shape and geometry under
the socket pins. High frequency performance results have
been shown to be very sensitive to the solder ball shape [4].
Methodology from [4] was adopted to approximate the solder
ball geometry for SUTs in this study. These were confirmed
afterwards by also (destructive) cross-section measurements.

C. Socket Deflection Condition
As mentioned earlier, the high frequency response of the

SUT is dependent upon the socket deflection condition. If the
applied normal force on the SUT is not well controlled, then
the deflection condition of the SUT will be different from the
one assumed in the model, and can result in poor correlation.
A controlled loading structure with high precision of deflection
tuning capability (±5 µm) was specifically designed for this
study to provide the desired deflection condition. The two ends
of the possible deflection conditions for the SUT were termed
as a) the maximum deflection, and b) the minimum deflection.
The numeric mean of these two cases is termed as the average
deflection.

In addition to these major uncertainty factors, there can be
few additional sources of error such as warpage and manufac-
turing tolerances, that can also induce additional errors for the
correlation.

Fig. 3: Validation methodology adopted for SUT model to
measurement correlation.

The flow chart for the resulting proposed correlation
methodology is shown in Fig. 3. As a first step, the impedance
screened boards are used to construct the TV assembly. AFR
de-embedding was performed using the package and board
de-embedding structures. On the modeling side, a similar
approach was adopted with the model construction of complete
TV, followed by AFR de-embedding. If the measurement to
modeling correlation is not satisfactory, then further effort is
spent to close the gap between model and actual TV physical
geometries until good correlation quality is achieved.

IV. RESULTS

Three different test vehicles were constructed for data
collection and all the measurements were performed at room
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(a)

(b)

Fig. 4: Correlation at TV test site ‘Pair 1’ for: (a) Pre and post
de-embedded DE IL, and (b) post de-embedded DE RL.

temperature condition. The DE IL, and RL plots at TV
test site ’Pair 1’ are shown in Fig. 4. The de-embedded IL
correlation shows very good agreement between measurement
and modeling up to 16 GHz. To show the correlation quality
graphically, pre de-embedding and post de-embedding DE IL
are plotted at the same scale and the relative values shown. As
the pre-deembedded data includes effect of package and board,
the process variation in those parts can impact the correlation
quality. De-embedding process is specifically important in
this aspect as it removes the dependency from peripheral test
structures. Similarly, the post de-embedding DE RL shows a
good correlation quality.

The far-end crosstalk (FEXT) and near-end crosstalk
(NEXT) correlation plots among the test sites ‘Pair 2’, ‘Pair 3’,
‘Pair 4’ under average deflection condition are shown in Fig. 5.
FEXT and NEXT correlation plots are without de-embedding,
as the de-embedding process becomes challenging with higher
order port numbers. However, the crosstalk contribution from
the test package and board were kept at least 10 dB lower
compared to the socket crosstalk contribution, so that the
crosstalk from socket becomes dominant in pad-to-pad FEXT
and NEXT measurements. In general, very good measurement-
to-modeling correlation was observed for the signal patterns
included in this TV, even at -70 dB crosstalk levels.

V. CONCLUSION

In this work, an improved methodology for high frequency
socket validation was described to achieve good measurement

(a)

(b)

Fig. 5: Correlation for: (a) FEXT between ‘Pair 2’ and ‘Pair
3’, (b) NEXT between ‘Pair 3’ and ‘Pair 4’.

to modeling correlation for LGA sockets used in micropro-
cessor systems. Various sources of uncertainty factors that
can impact the correlation quality were investigated along
with techniques to address them. Key uncertainty factors
were found to be PCB impedance variations, accuracy of
solder ball modeling, and the loading condition of the socket
assembly. With the proposed methodology, good correlation
was achieved for key signal integrity metrics such IL, RL,
and crosstalk for test LGA sockets. Use of de-embedding was
another key challenge, yet an important feature of the proposed
methodology to characterize and correlate the socket-only
performance metrics. Future work will address the remaining
uncertainty factors that have not been addressed here, to fur-
ther improve the correlation quality and at higher frequencies.
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Abstract— A novel on-dual in-line memory module (on-

DIMM) low-pass filter (LPF) using via stubs is proposed to 

enhance signal integrity. Proposed on-DIMM LPF implemented 

with existing via stubs not only eliminates the via stub effects, 

but also enhances the signal quality due to its low-pass 

characteristics without additional manufacturing processes and 

costs. For verification, both time- and frequency-domain 

simulation results of proposed DQ signal line with on-DIMM 

LPF are shown and compared with conventional DQ signal line. 

Proposed on-DIMM LPF exhibits 0.67 dB improvements at 2.8 

GHz (nyquist frequency of 5.6 Gbps) shows relatively flat and 

improved insertion loss. Simulated eye height is improved for 29 

mV and 20 mV and eye width is improved for 4.2 ps (0.02 UI) 

and 3.6 ps (0.02 UI) respectively at 4.8 Gbps and 5.6 Gbps.    

Finally, measurements verification with test board of on-DIMM 

LPF is also conducted and shows improvements in insertion loss 

and eye diagram 

Keywords—Dual In-line Memory Module (DIMM), Low Pass 

Filter (LPF), Signal Integrity, Via stub 

I. INTRODUCTION 

As recent server systems demand high capacity memories 
with higher speed, next generation double data rate 5 (DDR5) 
- dynamic random access memory (DRAM) is expected to 
achieve data rates as high as 6.4 Gbps. As the density of dual 
in-line memory modules (DIMMs) and data rates increase 
rapidly, designing DIMMs becomes more challenging than 
ever. To ensure signal integrity at such higher speeds, there 
are many non-ideal effects degrading signal integrity to be 
considered such as insertion loss, impedance mismatching, 
losses of copper and substrates, discontinuities, via stubs 
effect and cross-talk, etc [1]. In practical DIMMs, plated 
through-hole (PTH) vias are mostly used to interconnect the 
outer layer to inner layer because of their cheap cost and ease 
of manufacturing. However, PTH vias inevitably make 
useless portion of via such called ‘via stub’ because of their 
own manufacturing process. Via stub is main factor of 
deteriorating signal integrity because it makes signal detour 
[2]. To eliminate via stubs, buried or blind vias can be adopted 
in multilayer DIMMs. Also, back-drilling technology can 
remove via stubs, but these methods increase complexity of 
design procedure and manufacturing costs [3].  

In RF systems, butter-worth filter usually used when its 
maximally flat insertion loss in pass-band and adequate skirt 
response is needed [4],[5]. Also, in high-speed digital systems, 
flat insertion loss without fluctuation is essential to ensure 
signal integrity. To obtain maximally flat insertion loss with 
eliminating via stub effects, we proposed a novel on-DIMM 
low pass filter (LPF) using via stubs in this paper. To enhance 
the insertion loss of conventional DQ signals, 3rd order butter-
worth LPF implemented with existing via stubs and additional 
stub is proposed. The proposed on-DIMM LPF not only 
eliminates via stub effects, but also enhances the signal quality  

Fig. 1. Traditional DQ bus topology in DIMM. 

Fig. 2. Schematics of (a) ideal 3rd order LPF models and (b) proposed DQ 
signal line with 3rd order butter-worth LPF using via stubs in DIMMs. 

due to its LPF characteristics having flat insertion loss in 
passband. Also, proposed on-DIMM LPF can be implemented 
easily without any additional manufacturing processes and 
costs. Finally, simulation results in time- and frequency- 
domain are shown for verification. Proposed On-DIMM LPF 
exhibits flat and improved insertion loss up to 3.91 GHz when 
compared with conventional DQ signal line. Simulated eye 
diagram of proposed DQ signal line with on-DIMM LPF also 
shows improvements in eye height and width. 

II. ON-DIMM LOW-PASS FILTER USING VIA STUBS 

A. Traditional DQ Bus Topology 

 Conventional DQ bus topology in DIMM is shown in Fig. 
1. It shows the connection from tab (module gold finger) to 
DRAM including microstrip in outer layer, stripline in inner 

 

 

(a) 

 

(b) 
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Fig. 3. Implementations in practical DIMMs. (a) Conventional DQ signal 
line and (b) proposed DQ signal line with 3rd order butter-worth LPF using 
via stubs. 

layer with PTH via that connect the transmission lines 
between layers, back to top layer with another PTH via and 
pad. Two main reasons which deteriorate signal integrity are 
via stubs and impedance mismatches between components. 
Especially, via stubs are main factor which makes high-speed 
signaling challenging. We proposed a novel scheme to 
enhance signal integrity using via stubs as implementing 3rd 
order LPF in following chapters.  

B. Low-Pass Filter Design 

Microwave filters including low-pass filters can be 
realized with various types using open stubs, transmission 
lines, defected grounds structures and resonators [6]. To 
design low-pass filter, we can begin with LC ladder-type 
lumped model as shown in Fig.2 (a). Ideal 3rd order LPF can 
be implemented with two series inductors and one shunt 
capacitor for lumped model. Filters can be characterized by 
their own filter element values of lumped model such as g1, 
g2 and g3. Because lumped element inductors and capacitors 
are difficult to implement in practical DIMMs at microwave 
frequencies, distributed models such as open or short-circuited 
transmission lines are used to implement filters. Distributed 
model in Fig. 2(a) can be transformed using Richard’s 
transformation and Kuroda’s identities from lumped model 
and implemented with open stub and series transmission line 
as shown in Fig. 2(a). In our case, we designed maximally flat 
(butter-worth) LPF to enhance insertion loss in fundamental 
frequencies. To implement 3rd order butter-worth LPF, filter 
element values should be specific values, g1, g3 = 1 and g2 = 
2. [6].  

C. Proposed DQ Bus Topology with On-DIMM LPF using 

Via stubs 

 In Fig.2 (b), schematics of proposed DQ signal with 3rd 
order butter-worth LPF using via stubs is shown. Impedance 
of series and parallel transmission lines for 3rd order low-pass 
filter is as follows respectively: 

Fig. 4. Simulated insertion losses of conventional DQ signal line and 
proposed DQ signal lines with 3rd order butter-worth LPF using via stubs. 

Fig. 5. Comparisons of simulated eye diagram between conventional and 
proposed practical DQ signal line at (a) 4.8 Gbps and (b) 5.6 Gbps. 

 Z0·(1+g1) = Z0·(1+g3) = 2·Z0 

 Z0/((g1)/(1+g1)) = Z0/((g3)/(1+g3))= 2·Z0 

 Z0/(g2)= Z0/2 

As shown in Fig.2 (b), two existing via stubs are used for 
implementing 3rd order butter-worth LPF with series two 
transmission lines and additional open stub line. This filter 
eliminates open stub effect with exhibiting low-pass 
characteristics to enhance signal integrity. 

Conventional DQ signal line in practical 1 rank registered 
DIMM is shown in Fig. 3 (a). Total thickness of DIMM is 
1.27 mm with multiple layers. PTH vias interconnect 
microstrip of top layer to stripline of inner layer with two via 
stubs. Proposed DQ signal with on-DIMM LPF using via 
stubs in previous section is adopted in practical DIMMs as 
shown in Fig. 3 (b). Thinner inner line with 2Z0 and additional 
open stub with 0.5Z0 combined with two existing 
conventional via stubs can exhibit LPF characteristics in 
proposed DQ signal line, while conventional DQ signal line 
is composed with transmission lines with Z0. To implement 
3rd order butter-worth filter ideally, characteristic impedance 
of via stubs should be 2Z0. But via-hole in multilayer PCBs 
usually exhibits relatively lower impedance due to parasitic 
capacitances. As Zvia increases approaching to 2Z0, proposed  

 

(a) 

 

(b)  

(a) 

 

(b) 

 

 

(a) 

 

(b) 
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Fig. 6. Measured insertion losses of conventional and proposed test boards 
lines with 3rd order butter-worth LPF using via stubs. 

on-DIMM LPF exhibits ideal butter-worth LPF 
characteristics. There are some ways to increase impedance 
of via-hole in multilayer PCBs (e.g. increasing anti-pad size, 
decreasing via drill size) [7]. But in practical manufacturing 
process of DIMM, it is hard to tune via impedance finely. So, 
we proposed practical version of our proposed on-DIMM 
LPF without modifications on via-hole dimension to simplify 
design and manufacturing process. Even though implemented 
on-DIMM LPF is not ideal 3rd order butter-worth filter due to 
difference in via stubs impedance, it still can behave 
approximately 3rd order butter-worth filter, which exhibits 
flat insertion loss in its pass-bands. 

III. VERIFICATIONS 

For verification, both time- and frequency-domain 
simulations of proposed DQ signal lines with on-DIMM LPF 
are shown and compared with conventional DQ signal lines. 
In Fig. 4, insertion losses of two cases of proposed DQ signal 
line with LPF are shown and compared with conventional DQ 
signal line. The black dotted-line represents the insertion loss 
of ideal proposed DQ signal line with ideal 3rd order butter-
worth LPF (Zvia=2Z0). It shows flat insertion loss and 
relatively smaller cut-off frequency when compared with the 
insertion loss of conventional DQ signal line. The blue solid 
line exhibits proposed DQ signal line with practical 3rd order 
LPF (Zvia≠2Z0). As Zvia increases approaching to 2Z0, 
insertion loss is improved and exhibits ideal LPF 
characteristics as shown in Fig. 4. Both practical and ideal 
proposed DQ signal line show similar flat insertion loss up to 
3.07 GHz and show enhancements in insertion loss when 
compared with conventional DQ signal lines up to 3.91 GHz 
and 4.39 respectively. When considering data rate of 5.6 
Gbps, the ideal and practical proposed DQ signals show 
−0.46 dB and at nyquist frequency (2.8 GHz), while 
conventional DQ signal line exhibits -1.13 dB. Proposed DQ 
signal line with practical LPF shows degradations around 4~8 
GHz, but degradation in this frequency range does not affect 
signal integrity much up to 6 Gbps, because insertion loss of 
nyquist frequency is greatly enhanced.  We also compared 
eye diagrams obtained through time-domain simulations with 
simplified DDR5 interface channel consist of host package, 
mother board, DIMM connector and DIMM. Fig. 5 shows 
estimated eye diagram of conventional and proposed DQ 
signal line with 4.8 Gbps and 5.6 Gbps data rates respectively. 
The eye height is improved for 29 mV and 20 mV and eye 
width is improved for 4.2 ps (0.02 UI) and 3.6 ps (0.02 UI) 
respectively at 4.8 Gbps and 5.6 Gbps. 

Fig. 7. Comparisons of measured eye diagrams at (a) 4.8 Gbps and (b) 5.6 
Gbps. 

 Finally, we verified our proposed on-DIMM LPF using via 
stubs with measurements. We have made simplified test board 
of proposed on-DIMM LPF with changing design parameters 
including stack-up and pattern widths. As shown in Fig. 6, 
both simulated and measured results of test board show good 
agreements. Measured insertion loss of proposed on-DIMM 
LPF is improved for 0.689 dB and 0.55 dB at 2.4 GHz and 2.8 
GHz respectively. Fig. 7 shows measured eye diagrams at 4.8 
Gbps and 5.6 Gbps data rates. The eye height is improved for 
53 mV and 22 mV and eye width is improved for 6.3 ps (0.03 
UI) and 8.9 ps (0.05 UI) respectively at 4.8 Gbps and 5.6 Gbps. 

IV. CONCLUSIONS 

 In this paper, a novel on-DIMM LPF using via stubs for 
enhancing signal integrity of DQ signals is proposed in 
practical DIMMs. 3rd order LPF is adopted without any 
additional costs and manufacturing processes. Both frequency 
and time-domain results are shown to verify improvements of 
proposed structure in signal integrity. Proposed DQ signal line 
with novel on-DIMM filters show great enhancements 
especially in eye height and can be one of solutions in enabling 
DDR5 DRAM to operate up to 6.4 Gbps. 
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Abstract—In DDR5 dual-in-line-memory-modules (DIMMs), 

a registering clock driver (RCD) receives control, address, clock   

signals from CPU and re-drives them to dynamic random access 

memories (DRAMs) through transmission lines on printed 

circuit board (PCB). Especially, clock signals operate at double 

data rate (DDR) which makes it substantially difficult to 

guarantee signal integrity (SI), whereas control, address signals 

operate at single data rate (SDR). As of now, JEDEC standards 

prescribes that the effective characteristic impedance of clock 

signals be as low as 22.5 Ohm for DDR5 DIMMs. With the strict 

restriction on the physical dimensions of PCB set forth by 

JEDEC, along with the fact high permittivity materials have 

already reached their limit, there is a limit to achieve low 

characteristic impedance with current PCB fabrication 

processes including increasing signal width, use of high 

permittivity materials and close reference plane. Therefore, we 

propose a novel differential signal routing method so as to 

achieve low characteristic impedance, and consequently wider 

bandwidth for high-speed and large-capacity DDR5 DIMMs. 

With the proposed structure on DIMM, the system bandwidth 

can be extended by 12%, allowing 7.2Gbps operation of DDR5 

Mono DRAM.  

Keywords—DDR5 dual-in-line memory module (DIMM), 

Differential signal, Clock, Characteristic impedance, Routing 

method, Printed circuit board (PCB) 

I. INTRODUCTION 

The rise of artificial intelligent and fourth industrial 
revolution encourage data centers to demand high-speed and 
large-capacity memory modules. To meet the increasing 
market demand, DDR5 DIMMs are supposed to support up to 
7.2Gbps and high-capacity memory modules implemented 3-
dimensional die stack (3DS) chip using wire bond packaging 
technology. As operation speed is getting faster and the 
amount of loadings keeps increasing, it becomes much harder 
to guarantee the fastest operating clock signal’s SI. DDR5 
DIMMs adopted differential pair clock signal for better SI. In 
PCB interconnect, a clock signal pair is close to each other 
pair to make strong coupling between them so that fringe-out 
to another signal lines and crosstalk attenuate. Furthermore, it 
has advantages in terms of common-mode noise and non-ideal 
reference plane problems [1], [2]. 

On account of DDR5 memory module’s channel 
environment, the amount of DRAM chip loadings and 
operation speed, JEDEC has lowered clock signal’s effective 
characteristic impedance than DDR4- 42.5 Ohm (differential 
impedance 85 Ohm) for DDR4, 22.5 Ohm (differential 
impedance 45 Ohm) for DDR5. Nevertheless, it is not as low 
as to secure enough peak-to-peak voltage for next generation 
of DDR5 and DDR6 DIMMs. The use of lower impedance 
has been studied for high-speed and large capacity DIMMs. 
However, PCB manufacturers struggle with conventional 
method to lower clock signal’s effective characteristic 
impedance below 20 Ohm due to the limit of physical 
dimensions prescribed by JEDEC standard and high 
permittivity materials. In order to design clock signal’s 
effective characteristic impedance lower than 20 Ohm, we 
propose a novel routing method for differential signals as in 
the following.  

II. PROPOSED ROUTING METHOD 

DDR5 DIMM’s clock signal connection between RCD 
and DRAMs is shown in Fig. 1. A pair of CK1/CK1B is 
connected to top-side DRAMs and another pair of CK2/CK2B 
is connected to bottom-side DRAMs. In general, memory 
module company prefer to design each pair of clock signals 
enclosed by reference plane, edge-coupled strip-line, in 
different layer from one another as depicted in Fig. 2 so that 
no coupling occurs between pairs but within itself and with 
reference plane since clock switch at the highest speed and can 
be easily noise source to other signals. Conventionally, we 
design signal line wide or close to reference plane to make 
characteristic impedance low. However, there is no enough 
room for increasing signal width due to  high routing density 
of DDR5 DIMM PCB and not easy to decrease dielectric 
material thickness due to manufacture difficulties and cost 
burden. For the aforementioned  reasons, 20 Ohm is as low as 
characteristic impedance of clock signal line can have, given 
that space resource is strictly restricted by JEDEC standard 
and high permittivity materials have reached the limit.  

Fig. 3 (a) and (b) show the proposed novel routing 
methods to design clock signal characteristic impedance 
lower than 20 Ohm. Proposed routing methods induce both 

Fig 1.  PCB interconnection shcematic diagram of DDR5 DIMM’s clock signals. Top-side DRAMs connected to CK1/CK1B and bottom-side DRAMs to 
CK2/CK2B  
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horizontal and vertical coupling by placing odd mode, 180˚ 
anti-phase, operating signals close so as to face side-by-side 
and up-and-down. In comparison with conventional method, 
proposed method has stronger odd mode coupling caused by 
the other clock pair so that effective total capacitance increase 
and effective total inductance decrease. As a result, effective 
characteristic impedance decrease depending on how close 
two clock pairs are. It is worthy to note that keep each clock 
signal routing length same so that differential signals 

maintain 180 ˚ anti-phase as far as possible. Otherwise, 

characteristic impedance gets higher than expected since 
differential pairs do not perfectly operate as odd mode due to 
phase delay caused by length differences. Both proposed 
methods have same characteristic impedance, but Fig. 3 (a) is 
better suited on account of RCD pin location. Therefore, we 
compare conventional method Fig. 2 with the proposed 
method Fig. 3 (a) to verify superiority of the proposed method. 

 In order to analyze electrical performance in terms of 
characteristic impedance, AC gain and peak-to-peak swing 
voltage, the 2Rx4 RDIMM registered on JEDEC is selected 
for reference design. The dielectric material used for 
reference design has relative permittivity εr=3.8, loss 
tan_δ=0.02 at 1 GHz and the conductivity of copper is 
5.959×107 [S/m]. The stack-up information such as width and 
height is shown in Fig. 2 and Fig. 3. The trace lengths of clock 
signals for each section, RCD to DRAM and DRAM to 
DRAM, are as long as follows. Via connecting strip-lines 
RCD to 1st DRAM 28mm, 1st DRAM to 2nd DRAM 17mm, 
2nd DRAM to 3rd DRAM 17mm, 3rd DRAM to 4th DRAM 
17mm, 4th DRAM to 5th DRAM 17mm and every micro-strip 
lines connecting via to RCD and DRAMs 0.5mm [3].  

III. VERIFICATION OF THE PROPOSED METHOD 

Table 1 shows self, mutual inductance and capacitance 
simulation results conducted with HSPICE field solver and 
effective characteristic impedance calculated by Eq. (1) and 
(2). In contrast to conventional method trying to lower Lself 
and raise Cself, the proposed method makes effective Lmutual and 

Cmutual higher by locating 180 ˚ anti-phase signal close - CK1 

nearby CK1B and CK2B. This result shows effective 
characteristic impedance can be as low as 10 Ohm when the 
gap between CK1 and CK1B is 42 um, but 13 Ohm to keep 
JEDEC standard PCB stack-up since the gap is restrained by 
62 um. To verify the performance of practical application, we 
set the gap as 62 um for proposed method in the following 
simulations. HSPICE is used to perform frequency and time 
domain simulation. Conditions and models used in simulation 
are depicted in Fig. 4. 

TABLE I.  LC AND EFFECTIVE CHARACTERISTIC IMPEDANCE (a) 

CONVENTIONAL METHOD  (b) PROPOSED MEHOD ON GAP BETWEEN CK1-
CK1B AND CK2-CK2B 

Parameter 
Conventional 

edge-coupled 
Proposed 

Gap - 42um 62um 302um 

LCK1_self [nH] 158 144 151 177 

LCK1-CK1B [nH] 8 7 8 16 

LCK1-CK2B [nH] - 78 67 19 

LCK1-CK2 [nH] - 6 7 8 

CCK1_self [pF] 269 417 348 244 

CCK1_CK1B [pF] 14 7 9 20 

CCK1_CK2B [pF] - 226 153 25 

CCK1_CK2 [pF] - 4 5 6 

ZCK1_eff [Ohm] 23 10 13 23 
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The simulated CK1 effective characteristic impedance 
results of the edge-coupled and proposed routing for both 
Mono and 3DS 2Rx4 RDIMM are shown in Fig. 5 time-
domain-reflectometry(TDR) plot using 20ps rise time when 
CK1B and CK2B operate as differential mode and CK2 
operates as common mode. Since routing dimension is 
symmetric, all signals have same impedance. From left to right 
of the plot, it shows impedance profile of the signal routing 

from RCD pad to 5th DRAM. As it can be seen, the 

impedances of routing section from RCD pad to 1st DRAM 
match up well with the calculated impedances shown in Table 
1. The proposed routing has lower impedance so that it 
matches better than the edge-coupled routing counterpart due 
to impedance dips observed at via connecting DRAMs. 

The AC characteristics of 5th DRAM, farthest from RCD,  
with Mono DRAM and 3DS DRAM are shown in Fig. 6 (a) 

Fig. 3. Cross-section PCB view of proposed clock routing (a) method 1 (b) 
method 2 

Fig. 2. Cross-section PCB view of conventional clock routing method 
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and (b). The farthest DRAM has the biggest loss and worst 
AC performance due to the longest PCB trace length and 
biggest loadings. As can be seen, when 3DS DRAMs are used 
worse AC performance than mono DRAMs are used due to 
bigger loadings. The proposed method exhibits substantially 
wider bandwidth, cut-off frequency of 200 mV, than 
conventional method improved from 3.37 GHz to 3.78 GHz 
(+ 12 %) with Mono DRAM, from 2.61 GHz to 2.85 GHz (+ 
9.6 %) with 3DS DRAM. This bandwidth extension occurs as 
a result of propsoed routing mehod’s effective characteristic 
impedance which is 10ohm lower than conventional method. 

For more intuitive analysis, transient simulations of 5th 

DRAM are shown in Fig. 7. It is notable that with the proposed 
method remains over 200 mV clock swing up to 7.2 Gbps for 
Mono DRAM and 5.2 Gbps for 3DS DRAM. This result 
shows the proposed routing scheme has better SI performance 
at high speed and with high loadings as has also been 
demonstrated in aforementioned AC characteristic simulation 
results.  

IV. CONCLUSION 

In this paper, we proposed a novel PCB routing method 
which drives coupling between 2 pair of clock signals, 
consequently increases total mutual inductance and 
capacitance leading to decreasing effective characteristic 
impedance. This result is of significance to guarantee clock 
signals’ SI for high-speed and high-capacity DDR5 memory 
module without any routing space overheads or even with 
better routing space efficiency. It is expected to adopt the 
proposed routing method for upcoming DDR5 memory 
modules supporting over 6.4 Gbps speed. We are in process 
of PCB artwork for the upcoming DDR5 memory modules 
and they will be verified in comparison with simulation 
results in the near future. 
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Fig. 4. Channel condition of  top-side and bottom-side clock signal pairs with model descriptions used for both frequency and time domain simulations 

Fig. 6. AC simulation (a) Mono DRAM (b) 3DS DRAM 

Fig. 5.CK1 signal’s TDR simulation result with 50ohm source impedance 

Fig. 7. Peak-to-peak voltage at 5th DRAM (a) Mono DRAM (b) 3DS DRAM
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Abstract— Radiation characteristics of on-chip patch antennas 

are limited by the metallization and dielectric properties of the 

back-end of line (BEOL) silicon manufacturing processes. A 300-

GHz on-chip patch antenna is designed using a radio frequency 

(RF) complementary metal-oxide-semiconductor (CMOS) 

process. The radiation efficiency, peak gain, and impedance 

bandwidth improve upon encapsulation of the antenna with IC 

packaging epoxy mold compounds (EMCs). In addition, high-

frequency conduction and dielectric losses are analyzed, and their 

effects on antenna radiation efficiency are quantified in this paper. 

The overall radiation efficiency is shown to improve by 25%, peak 

gain by ~3 dB, and the –10-dB return loss bandwidth improves 

from 3 GHz to 18 GHz by encapsulating a 300-GHz on-chip patch 

antenna within commercially available EMCs. 

Keywords—mmWave, on-chip antenna, semiconductor 

packaging 

I. INTRODUCTION 

The frequencies between microwave and infrared bands on 
the electromagnetic spectrum are referred to as the mmWave 
(30-300 GHz) and terahertz (0.3-10 THz) bands. These 
frequency bands are being used for numerous applications, 
including wireless communication, imaging, non-destructive 
testing, spectroscopy, and others [1-3]. Systems operating at 
mmWave and THz frequencies demonstrate wide fractional 
bandwidths, enabling high data rate applications [4]. This is 
made possible by implementing these systems on a single 
integrated circuit (IC) or using multiple chips within the same 
semiconductor package (system-in-package). With the increase 
in operational frequency, the corresponding wavelength 
reduces, consequently reducing the size of frequency-dependent 
microstrip transmission-line-based passive electronic 
components such as filters, baluns, couplers, and others. The 
size of mmWave and THz antennas also reduces when 
compared to similar antennas designed to operate in the 
microwave bands. Miniaturization of these antennas enables 
them to be implemented on-chip or within semiconductor 
packages. Moreover, losses due to interconnects are minimized 
by having antennas on-chip or on the package instead of routing 
lossy interconnects to external antennas. Implementation of 
antennas on-chip or within semiconductor packages also 
eliminates the need for mmWave routing on PCBs, thereby 
reducing the manufacturing cost of mmWave and THz systems 

since standard materials such as FR4 can still be used for the 
manufacturing of PCBs housing high-frequency systems.  

Prior work published in [5] and [6] has shown improvement 
in radiation characteristics of an on-chip patch antenna, designed 
in a 65-nm complementary metal-oxide-semiconductor 
(CMOS) process upon encapsulation using mold compounds 
based on silica microparticles dispersed in an epoxy matrix. The 
same technique is implemented to demonstrate a 25% 
improvement in radiation efficiency, ~3 dB improvement in the 
peak gain, and 6X improvement in the –10-dB impedance 
bandwidth (from 3 GHz to 18 GHz) of a 300-GHz on-chip patch 
antenna designed and simulated incorporating the design rules 
of a nine-metal layer RF CMOS process. Effects of placing five 
epoxy mold compound (EMC) encapsulation materials are 
analyzed, and the factors contributing to the reduction in 
radiation efficiency of encapsulated on-chip patch antennas are 
analyzed and presented in this paper. 

II. ISSUES ASSOCIATED WITH ON-CHIP PATCH ANTENNAS 

Patch antennas are planar structures that are comparatively 
easy and straightforward to implement on-chip, using the back-
end of line (BEOL) metallization and dielectric stack. However, 
these antennas operating in the mmWave and THz frequency 
bands suffer from poor radiation efficiency due to ohmic (I2R) 
losses from the metal layers of the BEOL and high dielectric loss 
tangents of the EMCs at these frequencies. Moreover, there is 
loss of radiated power to generated higher-order surface wave 
modes, which further limits the antenna radiation efficiency. 
The antenna aperture determines the gain,  and the –10-dB return 
loss bandwidth of patch antennas depends on the separation of 
the patch from its ground plane and the properties of the 
dielectric material within, which is also limited in a typical 
silicon process. Furthermore, antennas designed on-chip, and 
within IC packages must conform to the process fabrication 
constraints. These antennas also suffer from process variation 
and fabrication tolerances due to their small form factor. 
Furthermore, proximity to off-chip components cause reflection 
and absorption of electromagnetic energy, further degrading the 
directionality and overall radiation performance of these 
antennas. 

In references [5] and [6], it was demonstrated that typical 
packaging materials used in low-cost quad-flat no-lead (QFN) 
packages could be utilized to improve on-chip patch antenna 
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performance. In addition, it was shown that as the permittivity 
of the mold compound encapsulating the antenna increases, the 
antenna becomes a more efficient radiator because of the 
increase in the energy of fringing fields responsible for radiation. 
The same technique is used in this work to compare and analyze 
the performance of five EMC materials whose dielectric 
properties are listed in Table I. 

TABLE I.  DIELECTRIC PROPERTIES AND CHARACTERIZATION 

FREQUENCY OF ENCAPSULATION MATERIALS. 

 Relative 

permittivity 

(�r) 

Loss 

Tangent 

(tan �) 

Frequency 

(GHz) 

Material 1 [5] 2.36 0.013 500 

Material 2 3.4 0.0025 77 

Material 3 3.5 0.013 70 

Material 4 [5] 3.55 0.0095 220 

Material 5 [5] 3.86 0.011 220 

III. SIMULATION SETUP  

A full-wave 3D electromagnetic solver is used to model the 
antenna and conduct simulation studies. The rectangular patch 
antenna is designed in a nine-metal layer RF CMOS process. 
Metal 9 is the thick bond-pad layer of thickness ~1μm. Metal 1 
is used as the ground plane and is ~8μm below the patch. This 
antenna is modeled on a 1×1 mm2 chip which is placed within 
an EMC encapsulation on a printed circuit board (PCB) having 
a 4×4 mm2 footprint, as shown in Fig. 1. The patch has a length 
(Lp) of 240μm, corresponding to ∼λ/2 at 300 GHz. The patch 
width (Wp) is 329.5μm. Similar to that implemented in [5], 
metals and vias between metal 9 and metal 1 are shunted 
together to form a ground plane and ground walls, ~25μm 

around the patch, as shown in Fig. 2. This is done to suppress 
surface wave generation and improve antenna directivity. A 50Ω 
microstrip feed line having a width of 17μm is designed and 
excited using a generic port in the 3D solver. Dielectric 
properties and metal conductivity values are incorporated, 
corresponding to the RF CMOS process (not disclosed in this 
paper). Properties of materials 1, 4, and 5 are obtained from [5] 
and [6] and properties of materials 2 and 3 are obtained from 
commercially available EMCs. Accuracy of the simulation 
studies performed in [5] and [6] were validated with 
experimental corroboration. Furthermore, measurement of on-
chip patch antenna characteristics is challenging due to a lack of 
reliable technique to de-embed the effects of the high-frequency 
probe from the measurements. Due to these reasons, simulated 
results are utilized in this work. 

IV. SIMULATION RESULTS AND DISCUSSION 

The frequency response of gain and return loss of the 
antenna, without and with a 140μm thick encapsulation made of 
material 3, is shown in Fig. 3(a). Similar to the results in [5], an 
increase in peak gain and impedance bandwidth is observed in 
the 300-GHz on-chip antenna designed using the RF CMOS 
process in this work. A 6X impedance bandwidth (|S11|<−10 dB) 
improvement from ~3 GHz to 18 GHz, an increase in peak 
antenna gain from 1.6 dB to 4.36 dB at 300 GHz, and an ~3dB 
improvement in peak gain is observed throughout the frequency 
band (see Fig. 3(a)). The encapsulation thickness of 140μm 
corresponds to the efficiency maxima for material 3 as seen in 
Fig. 6 [5].  

A 20% improvement in radiation efficiency is also 
demonstrated when the thickness of encapsulation, above the 
patch is ~λ/4 in the EMC material. Among two EMC materials 
having the same loss tangent values, the effect of permittivity on 

 

Fig. 1. (a) Simulation model of a 300 GHz on-chip patch antenna 
designed in an RF CMOS process. (b) Metal-via stack of the RF CMOS 
process used (not drawn to scale).  

 

Fig. 2. Zoomed-in figure of the rectangular patch antenna. 

 

Fig. 3. Simulated (a) |S11| and peak gain versus frequency without and 
with (Material 3) 140 μm thick encapsulation. ϕ is not fixed at 0°. (b) 3-D 
polar plot of gain at 300 GHz showing peak of 4.36 dB. (c) Radiation (gain) 
patterns in planes ϕ = 0°(red) and 90° (blue) overlaid on the antenna model. 
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the fringing fields is evident (see curves for materials 1 and 3 in 
Fig. 4). Encapsulating the antenna with an EMC made of 
material 3 which has a higher permittivity (of 3.5), improves the 
peak radiation efficiency by ~5% more than the improvement 
from material 1 which has a lower permittivity (of 2.36). 
Material 2 which has the least value of loss tangent (0.0025) 
shows a 25% improvement in antenna radiation efficiency when 
encapsulated. Materials 1, 4 and 5, show similar trends as 
previously reported for the on-chip antenna designed in a 65-nm 
CMOS process [5,6]. 

The effects of conduction and dielectric losses on radiation 
efficiency were simulated, and results were analyzed as per [6]. 
The dielectric loss tangent of material 3 is set to zero, and the 
conduction (I2R) losses are eliminated by making the metals 
perfect conductors. For the completely lossless case A (no 

dielectric and no conduction losses), the radiation efficiency is 
~100% (see Fig. 5). Case B demonstrates that ~20-30% 
reduction in radiation efficiency is due to the loss of the EMC 
material. On the other hand, case E shows that ~55-70% loss in 
radiation efficiency is due to the lossy metals. Case D shows a 
similar trend where the reduction in efficiency due to the lossy 
ground plane and the lossy dielectric is ~55-70%. Case C shows 
the contribution of a lossy patch and lossy dielectric, while the 
ground plane is lossless. Collectively, the patch and EMC 
contribute to ~40-60% reduction in radiation efficiency. Lastly, 
case F shows an overall decrease of ~60-80% in the antenna 
efficiency at 300 GHz, when the on-chip patch (designed using 
the RF CMOS process) is encapsulated within a package made 
of EMC having properties of material 3. 

V. CONCLUSION 

This paper extends the work published in [5] and [6] with 
five EMC materials that are used to show improvement in the 
radiation characteristics of a 300-GHz on-chip patch antenna 
designed in an RF CMOS process. Upon encapsulation of the 
antenna within an over-mold of material 2, a 25% improvement 
in radiation efficiency is observed. The −10-dB |S11| bandwidth 
of the 300-GHz patch antenna improves 6X from ~3 GHz to 18 
GHz upon encapsulation within a 140μm thick EMC made of 
material 3. The peak gain with this over-mold also increases by 
~3 dB over the entire band of operation. Factors contributing to 
the reduction in radiation efficiency have also been discussed. It 
is determined that the EMC material causes ~30% reduction in 
antenna efficiency. In contrast, the metallic losses are the major 
contributors to up to 70% reduction in radiation efficiency of the 
antenna simulated in this work. The results presented in this 
paper, along with that shown in [5] and [6], demonstrate a 
technique to co-design an on-chip patch antenna incorporating 
packaging effects. 
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Fig. 4. Efficiency at 300 GHz versus package thickness (μm) for 
different materials. (4 × 4 mm2 footprint). 

 

 

                

Fig. 5. Efficiency at 300 GHz versus package thickness (μm) 
incorporating conduction and dielectric losses part-by-part, for an on-chip 

patch antenna encapsulated using material 3. 
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Abstract— Integration of high-speed digital electronics and 
high-frequency radar channels in a package with limited layers 
can result in compromised return paths and degraded signal 
integrity. In this paper, we designed a digital block over a 77 
GHz RF channel and used different package models to evaluate 
the digital coupling between the digital and RF blocks and the 
effect on their signal integrity. 

Keywords— Signal integrity, Mixed-signal, RF, RADAR, 5G, 
6G packaging, Waveguide, Launcher 

I. INTRODUCTION  

Mixed digital and RF packages for automotive RADAR, 
5G and 6G applications require careful attention to digital and 
RF signal integrity as well as cost sensitivity. Therefore, it is 
desirable to use fewer substrate layers. A package such as 4-
layer 1-2-1 instead of 8-layer 2-2-2 can offer significant cost 
savings in the long run. This generally means a main digital 
signal routing layer on M1 as microstrip where M2 is the 
ground plane. However, due to density requirements of digital 
and when a waveguide launcher is used, the M2 area above 
the launcher must remain RF ground, not the digital ground, 
even in large areas under the signal microstrips. This raises 
concern over the signal integrity of the digital bus as well as 
potential coupling of digital harmonics into the RF. 

 In this paper we analyze two variants of a waveguide-
launcher-in-package design with M1 digital signal microstrip 
lines running partially over the 77GHz RF M2 ground plane. 
We examine the digital signal integrity and assess the noise 
coupled from the digital to RF Loop. The signal integrity is 
compared to a reference design (without RF) that uses 
standard microstrip with solid digital GND plane on M2. 

 In the first variant, the existing M1 coplanar digital ground 
fingers between the signals do not connect all the way through 
to the die cage. Whereas in proposed second variant, the 
fingers are squeezed-in and carried through all the way into 
the die cage. Results show that the complete connection of 
these fingers bridges the digital return current over the RF 
ground patch well-enough to repair the signal integrity to 
achieve quality similar to the reference microstrip design. 

II. DESIGN AND TEST CASES 

 The overall module (Fig. 1) packages a fully-integrated 
77GHz RFCMOS automotive RADAR transceiver chip and 
provides eight waveguide-based RF IO. It consists of a 1-2-1 
4-layer flip-chip chip-scale-package substrate using solder 
ball grid array (BGA) for most signals but provides for mating 
of the eight waveguides in a downward-firing arrangement.   

 The digital block with high-speed data lines runs partially 
over the M2 RF ground waveguide backer on the top metal 
layer (M1) as illustrated in Fig. 2. The normally-conducted RF 
signal from the chip is wired to eight line-to-waveguide 
transducers that are located on the bottom two layers of the 
package. These must be backed with RF ground on M2. 

 
Fig.1. 3D view of the overall module. A Flip-chip RF die is mounted to a 
FCCSP BGA having launchers with down-firing waveguides attached. 

 
Fig.2. Illustration of issue with digital lines travelling over RF ground. 

 The no-RF reference design (A) using standard microstrip, 
where the data lines are over their own ground, is shown in 
Fig.3 (left), while the first variant of the mixed-signal module 
(B), having split grounds, is shown in Fig. 3 (right). The first 
variant has a coplanar digital ground on M1, but the ground 
fingers end in open-circuit a distance away from the die edge 
and do not make it to the die cage. This disrupts the return path 
and the ground current need to find a long-way around. 

 
Fig.3. Reference standard microstrip design (left) compared to the mixed-

signal digital/RF module (right) having no M1 GND fingers 

 

 In the second variant of the mixed signal module (C) we 
used the M1 digital coplanar ground finger and bridge traces 
that are on M1 layer running alongside the data lines as shown 
in Fig. 4. The ground fingers are taken all the way into the die 
cage and connect to the digital ground die bumps. This 
approach maintains an adjacent ground return path within the 
M1 plane for these digital signals. Fig. 4 shows how the return 
path with ground finger traces has been designed on layer M1. 
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Fig.4. Mixed-signal digital/RF module having M1 GND fingers 

The above three cases were modeled in HFSS (High-
Frequency Structure Simulator, from Ansys) to generate 
wideband S-parameter models. These models were used in the 
ADS (Advanced Design System, from Keysight) circuit bench 
to evaluate the digital signal integrity and RF coupled noise. 

III. MODELING 

A. S-parameter models 

The S-parameters for the three package test cases have 
been extracted using HFSS modeling. A frequency sweep 
from DC to 100GHz was used for the simulation. The adaptive 
meshing process at multiple frequencies is used to efficiently 
adapt the mesh for a more accurate and reliable solution across 
the entire frequency range. A suitably-high number of 
frequency points are used including DC point and low-
frequency points as-needed for accurate PISI simulation and a 
fine interpolation convergence setting is applied. 

B. ADS Testbench 

ADS has been used to carry out the channel simulations to 
evaluate the signal integrity of the digital and RF blocks using 
the S-parameter models extracted in HFSS. Simplified driver, 
board models and pseudorandom data patterns are used for the 
simulations for simplicity. Settings are made in ADS that 
ensure all devices are characterized through 100GHz. The 
testbench designed in ADS for carrying out the simulations is 
shown in Fig. 5. 

 
Fig.5. Simplified ADS testbench showing extracted package s-parameter 
model, data/clock sources, PCB transmission lines, and load terminations. 

 

 For the digital signal integrity portion of the simulations, 
eye diagrams are used to visualize the quality. The eyes are 
further characterized to pull out the maximum peak-peak 

jitter, reduced eye width and reduced eye height for the 
different package models to quantify the differences in signal 
integrity. It was chosen to use a 4 Gbps DDR-clocked (clocked 
on both rising and falling edges) setup with four data lines and 
a clock line. Signals are driven into the package in RX mode. 
The signals are probed at the die pad of the module IC. For SI 
simulation we used a transient simulation time of 1000ns 
worth of bits and automated timestep of up to 25ps to get 
reasonable run time and data size for the eye diagrams. For 
realism and slightly tempering of the results a small 1 to 5 ps 
worth of random jitter is applied. Each signal is uncorrelated 
to the others. A 50-ohm source termination strategy is used at 
the remote driving device. All signals use a 50-ohm board line 
of 4cm length (though the models allow for sweeping the 
values if desired). All lines are terminated inside the module 
with a small capacitive load at the die pad. 

 For the digital-to-RF coupling simulations, a shorter set of 
25ns worth of bits is used to capture the mm-wave noise 
spectrum which is obtained through chirp-z time-to-frequency 
transform. A much finer maximum timestep of 1ps is used to 
get the needed bandwidth in the transform. 

IV. RESULTS 

A. Signal integrity of the digital block 

We first analyzed the signal integrity of the digital signals 
based on package design choices in the three test cases. The 
simulations were carried out at different rise and fall times 
(Trf) to also understand how the signal integrity is being 
affected and the extent to which a better package design 
helps. Fig. 6 shows the comparison between the eye diagrams 
obtained for mixed signal variant package designs B (without 
fingers) and C (with fingers). While the signal integrity of 
both the packages have deteriorated with reduced rise and fall 
times, the package with ground fingers showed substantially 
better results more in-line with the reference design A.  

 

 
Fig.6. Eye diagrams for different Trf. 
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Fig. 7 shows a comparison between the eye diagram 
obtained for the reference design A (left), versus the fingered 
design B, with a rise time of 25ps.  

 

 
Fig.7. Eye diagram Std. vs fingered design for Trf=25ps. 

 
Summary charts comparing results for the three packages 

are given in Fig. 8. The proximity between the reference 
model A and the with-ground-finger model C can be noted 
while the model B using no ground fingers shows higher 
deterioration.   

 

 
Fig.8. Eye diagram properties showing With finger is about like or a little 

better than Standard while No-finger is degraded 

 

B. Digital coupling to RF 

To analyze the effect of digital lines on the RF block we 
compared the RF loop noise of package B vs. C. As expected, 
the rise and fall times (Trf) played the key role in the amount 
of coupled RF loop noise at mm-wave frequencies. The with-
fingers C design stood up better to reduced risetime than the 
non-finger variant. The time-domain noise plots in Fig. 9 for 
a 100ps risetime show noise to be cut in half using the fingers. 

 
Fig.9. RF Loop Noise voltage for Trf=100ps. 

 The spectrum of the RF noise for Trf of 100ps, 50ps, and 
25ps, are shown in Figs. 10, 11 and 12. The faster risetimes 
are seen to push the power out more into the RF range. Faster 
future bitrates may require the faster risetime. The results are 
summarized by the charts in Fig. 13, where the fingered design 
shows potential for 5 to 10 dB less coupling than no-fingers 
approach in both sub-10GHz band and mm-wave bands. 

 
Fig.10. RF Loop Noise voltage spectrum for Trf=100ps. 

 
Fig.11. RF Loop Noise voltage spectrum for Trf=50ps. 

 

Fig.12. RF Loop Noise voltage spectrum for Trf=25ps. 

 

Fig.13. RF Loop Integrated Noise in 1-10GHz and 70-84GHz bands. 

V. CONCLUSION 

Mixed-signal RF and mm-wave packages with waveguide 
launchers require careful attention when density drives digital 
and RF domains into closer proximity. This paper describes 
the modeling used to conclude that digital bus could pass over 
an RF ground and maintain quality as long as coplanar M1 
ground fingers are used to bridge sufficient return current. 
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Abstract—In packaging problems, S-parameter predictions are
necessary. Machine learning methods lead to dimensionality
related challenges which we address here through spectral trans-
posed convolutional neural network using 2D kernels. Results
show that Normalized Mean-squared Error (NMSE) dropped
0.002 by using 53.7% of the parameters.
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I. INTRODUCTION

Circuit designs often require the use of scattering (s) pa-
rameters for signal integrity analysis. S-parameters represent
frequency responses. Based on a combination of input geome-
tries for a structure, groups of S-parameters can be computed.
These responses can be learned through machine learning
methods. Learning S-parameters as an input parameter for
a neural network can create dimensionality problems since
each frequency point represents a dimension. An alternate
approach is moving the S-parameters to the output, which re-
quires up-sampling strategies. Traditional unsampling methods
include fully connected neural network (FCNN), unpooling
and autoencoder [1]. Recently we demonstrated the use of
Spectral Transposed Convolution Neural Network (S-TCNN)
[2] for these problems, where the design parameters are
learned using a fully connected feed forward neural network
(FFNN), followed by the learning of the features using a 1D
convolutional kernel. By creating a latent space, the neural
network is used to upsample the frequency responses thereby
constructing the S-parameters.

In this paper, we use 2D kernels to complete the up-
sampling process [3] instead of 1D kernels as well as op-
timizing the structure of S-TCNN to enable the movement
of 2D kernels. Based on 2D kernels, we are able to achieve
better prediction accuracy with a significant reduction in the
number of trainable parameters. In this way, the computational
resources can be reduced using fewer parameters, with the
reduced risk associated with over-fitting. In this paper, we
apply STCNN with 2D kernels for learning and predicting
S-parameters of interconnects in glass interposers, as shown
in Fig.1.

II. TECHNICAL APPROACHES

A. Convolution and Transposed Convolution

In machine learning, we often construct multiple connected
convolutional layers followed by activation function to map

Fig. 1. A typical chip embedding model containing embedded chip, inter-
connection and passive components

data from higher dimensional input space into lower dimen-
sional feature space. In Toeplitz form, the output y given input
x and kernel function h can be written as:

y = f(h ∗ x) = f(Hx) (1)

with

y =


y1
y2
...
yn

 ,H =


w1w2 · · · wk 0 · · · 0

0 w1 w2 · · ·wk
. . .

...
...

. . . . . . . . . . . . . . . 0
0 · · · 0 w1w2 · · ·wk

 ,x =


x1

x2

...
xm

 (2)

where (∗) denotes the convolution operation, f(·) is the non-
linear activation function, H is the convolution matrix of size
n×m and y is the downsampled output of size n = m−k+1.

Instead of extracting feature patterns from input data, we
need to make predictions based on design parameters, which
requires the information flow to be reversed. This can be
achieved using transposed convolution operation. Similarly,
for an n dimensional input vector x, transposed convolution
operation can be expressed as:

y = f(h ∗T x) = f(HTx) (3)

where ∗T is the transposed convolution operation and y is the
upsampled output of size m = n + k − 1. Both convolution
and transposed convolution operations share some common
parameters, such as stride which controls the length of kernel
movement in one step while padding is used to change the size
of the output matrix. Different kernels aim to capture various
local patterns, thus the choice of kernel becomes important.

B. 1D Kernel
The mechanism of 1D kernel is illustrated in Fig. 2. The

width of kernel must be equal to the width of the input matrix,
thus the kernel can only move in a single direction. 1D kernels
are generally applied in the processing of sequential data.
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Fig. 2. 1D kernel

C. 2D Kernel

Mathematically, the 2D kernel is written as:

y[m,n] = x[m,n] ∗ h[m,n] =
∞∑

j=−∞

∞∑
i=−∞

x[i, j]h[m− i, n− j] (4)

where x and y are input and output functions and h is the
kernel function. The mechanism of 2D kernel is illustrated
in Fig. 3. The main difference compared to 1D kernel is
that the size of 2D kernel can be defined by the user and
it can move in both directions. Each filter in the convolutional
layers can consist of multiple 2D kernels, resulting in a size
of [Cin, H,W ] where Cin denotes the input channels and H ,
W represent the spatial width and height. Each filter yields a
single channel output. Thus the 2D kernel shares the learnable
weights for the entire input matrix and it can be used to capture
the spatial information elegantly.

Fig. 3. 2D kernel

III. MODEL SETUP

A. Staggered Via Setup

The staggered via is modeled using Ansys HFSS as shown
in Fig.4. The model incorporates an embedded co-planar
waveguide (CPW) chip inside a glass cavity and two copper
RDL layers (M1 and M2) plated on ABF, a polymer dielectric,
laminated above the glass core. The model is set up with
one side connecting to a microstrip line on the M2 layer
and another side connecting to the embedded CPW chip and
interconnected through the staggered via. Thicknesses of glass,
chip, ABF layer 1, ABF layer 2 and plated copper are 150 µm,
150 µm, 30 µm, 72.5 µm and 6 µm, respectively. Via sizes are
set to have an aspect ratio of 1:1, which means the diameter of
via 2 is 72.5 µm and via 1 is 30 µm. To tune the performance
of the staggered via structure in terms of s-parameters, there
are ten parameters that can be changed as shown in the second

subplot of Fig.4 (b). Ranges of these parameters are listed in
TABLE I.

TABLE I
CHARACTERIZATION PARAMETERS (µm)

Parameters Min Max Parameters Min Max
Gstub 20 60 lost 30 80
lms 500 700 Wcpw 45 65
Wgnd 300 700 Gcpw 20 80
Wstub 60 120 Gfill 30 60
lstub 80 200 Wms 70 200

B. Network Structure

Before all the data is fed into the transposed convolutional
neural network, we need to eliminate the bias that may mislead
the neurons, which is called normalization. At this time, 2D
kernels can not be applied directly since the dimension of input
is still relatively low. We construct 3 fully connected linear
layers to up-sample the input matrix as the initial step. As a
next step, 2 extra dimensions are added in order to reshape
the up-sampled input into batches of the matrix: [batches,
channels, rows, columns], where the channel determines how
many 2D transposed convolution filters are created for each
batch. In our example, we used six 2D convolutional layers
to learn the frequency patterns each followed by a tanh acti-
vation function. The data is then flattened and a CoordConv
layer [4] is utilized to maintain the frequency axis information.
Further, the Bayesian dropout [5] technique is used to evaluate
the model related uncertainty during the inference loop. The
model is trained on PyTorch using CUDA to accelerate the
training process. 600 model simulations based on the Latin
hypercube sampling (LHS) method within the range specified
by TABLE. I are derived from HFSS amongst which 500
groups of simulations are used for training while the rest of
them are used for testing. The frequency axis in our application

Fig. 4. Modeling and size of a staggered via.(a) Overview of the model. (b)
Sizes of the structure.
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Fig. 5. NN structure

ranges from 1GHz to 170GHz in a linearly spaced step of
0.1GHz, which corresponds to 1690 points in total.

IV. RESULTS

The goal of our experiment is to utilize 2D kernels to
achieve better prediction accuracy while reducing the required
computational resources compared with 1D S-TCNN. The loss
function used for back propagation is described in [2]:

Lfreq =
1

N

N∑
n=1

√√√√ 1

K

K∑
k=1

(yn,k − ŷn,k)
2 (5)

After a certain number of iterations, we use normalized mean-
squared error (NMSE), which can provide a normalized scale
for different outputs, to evaluate the quality of predictions:

NMSE =
1

N

N∑
n=1

 ∑K
k=1 (ŷn,k − yn,k)

2∑K
k=1

(
yn,k − 1

K

∑K
k=1 yn,k

)2

 (6)

The comparisons between 1D and 2D S-TCNN are listed in
Table II. The trainable parameters include all the weights
and biases in the corresponding network. The 1D S-TCNN
has 4 transposed convolutional layers consisting of more than
80K parameters while the 2D S-TCNN has 2 more layers
but contains much fewer trainable parameters to be optimized.
The required RAM for 2D S-TCNN is also smaller than 1D
S-TCNN which means it saves more computational resources.
Based on 2000 iterations, the training time for 2D S-TCNN is
longer which is expected due to the bi-directional movement
of the kernels. Both 1D S-TCNN and 2D S-TCNN can
achieve promising accuracy in the case of frequency response
predictions. 2D S-TCNN however has a lower final loss as well
as NMSE with the number of parameters being only 53.7% of
1D S-TCNN. Examples of predictions on testing set are shown
in Fig. 6. Both 1D and 2D S-TCNN can learn the S-parameter
patterns and make predictions for new design parameters. 2D
S-TCNN yields relatively smoother curves and better captures
the frequency resonance due to the bi-directional movements.

V. CONCLUSION

We show that with 2D kernels the number of trainable
parameters of S-TCNN is reduced significantly without the
loss of prediction accuracy. Both the width and length of the
2D kernel can be defined thus it can fit the output dimension
flexibly. In our model, we use 53.7% of the total number
of parameters of 1D S-TCNN and the final loss is reduced
from 0.535 to 0.311. The GPU RAM required to train the
neural network is also reduced by 1.5 GB. Future work may

TABLE II
1D AND 2D KERNELS COMPARISON

1D S-TCNN 2D S-TCNN

Trainable Parameters 85908 46142
Linear Layers 3 3

Convolutional Layers 4 6
Channels 20,50,50,50 10,30,30,20,15,12
Strides 1, 2, 2, 3, 2 (2, 2), (2, 2), (2, 2)

(1, 2), (2, 4), (1, 2)
Activation Function ReLU tanh

Training Time 4.2 min 5.6 min
RAM 8.7 GB 7.2 GB

Final Loss 0.535 0.311
Validation NMSE 0.024 0.022

Fig. 6. (a) 1D and 2D S-TCNN prediction comparison (b) 2D S-TCNN
predictions for complicated frequency patterns

include optimizing the structure of 2D convolutional layers to
accelerate the training time.

ACKNOWLEDGMENT

This work was supported by DARPA under the Warden
program (Project Number GR00013386).

REFERENCES

[1] P. Baldi, “Autoencoders, unsupervised learning, and deep architectures,”
in Proceedings of ICML workshop on unsupervised and transfer learning,
pp. 37–49, JMLR Workshop and Conference Proceedings, 2012.

[2] H. M. Torun, H. Yu, N. Dasari, V. C. K. Chekuri, A. Singh, J. Kim, S. K.
Lim, S. Mukhopadhyay, and M. Swaminathan, “A spectral convolutional
net for co-optimization of integrated voltage regulators and embedded
inductors,” in 2019 IEEE/ACM International Conference on Computer-
Aided Design (ICCAD), pp. 1–8, IEEE, 2019.

[3] V. Dumoulin and F. Visin, “A guide to convolution arithmetic for deep
learning,” arXiv preprint arXiv:1603.07285, 2016.

[4] R. Liu, J. Lehman, P. Molino, F. Petroski Such, E. Frank, A. Sergeev,
and J. Yosinski, “An intriguing failing of convolutional neural networks
and the coordconv solution,” Advances in neural information processing
systems, vol. 31, 2018.

[5] Y. Gal and Z. Ghahramani, “Dropout as a bayesian approximation: Rep-
resenting model uncertainty in deep learning,” in international conference
on machine learning, pp. 1050–1059, PMLR, 2016.

100



978-1-6654-5075-1/22/$31.00 ©2022 IEEE 

Methods to Characterize Radiation Patterns of WR5 
Band Integrated Antennas in a Flip-Chip Enhanced 

QFN Package 

Aditya N. Jogalekar[1],  Oscar F. Medina[1], Andrew Blanchard[1], Rashaunda Henderson[1],                              
Mahadevan K. Iyer[1][3], Hassan Ali[2], Rajen Murugan[2], Tony Tang[4] 

[1] The University of Texas at Dallas, Richardson, TX, USA; [2] Texas Instruments Incorporated, Dallas, TX, USA; 
[3] Amkor Technologies Inc, AZ, USA; [4] Astera Labs, Santa Clara, USA. 

anj170004@utdallas.edu

Abstract— Radiation pattern measurements of a millimeter 

wave (mmWave) antenna integrated in a package possesses 

several challenges due to its miniaturized size, available feeding 

methods, and inherent structural limitations of the package that 

calls for an innovative solution. This paper discusses two novel 

approaches to feed a wideband antenna fabricated inside a flip-

chip enhanced QFN (FCeQFN) using a standard waveguide in 

the frequency range of 140GHz to 220GHz. The two approaches 

support the proposed antenna characterization methodology by 

achieving a 41.25% and 100% of -10dB bandwidth with a 

maximum attenuation of 3dB and 3.34dB, respectively. Further, 

we discuss the performance comparison of these transitions 

along with their implementation feasibility. A brief description 

of measurement structures and antenna radiation pattern 

analysis for a slot bow-tie antenna is reported. 

Keywords— Antenna-in-package (AiP), flip-chip enhanced 

QFN (FC-eQFN), millimeter-wave (mmWave) planar antenna 

radiation pattern characterization methodology using waveguides.  

I. INTRODUCTION 

Antenna-in-package (AiP) is emerging as a standard 
practice for high-speed radio frequency (RF) transceivers and 
being recognized as universal solution. With the surging 
demand for compact and low-cost solutions in mobile 
communication, industrial and automotive sensors, AiP is 
becoming the popular option with an ability to realize a 
balance between the requirement of miniaturizing RF front-
end modules (RF FEMs) and optimal performance. This is 
achieved by targeting millimeter wave (mmWave) 
frequencies, utilizing the benefits of higher bandwidth and 
smaller real estate [1]. By implementing this approach, the 
area consumed by RF FEMs which is dominated by antennas, 
has been reduced and in the range of millimeter squares, 
challenging the measurement and characterization process [2]. 

The most popular approach to measure these small 
elements is by a probe-based technique that requires a high 
frequency ground-signal-ground (GSG) probe to feed the 
antenna [3]. This method possesses several challenges 
including, (a) proximity effect of probes causing surface 
waves to travel towards the antenna infiltrating the radiation 
patterns [4], (b) effect of measurement setup that brings the 
components like the waveguide closer to the antenna in the 
direction of polarization [3], and (c) with AiP, problems 
associated with package substrates such as surface roughness 
affecting the proper contact of probe and the possibility of 
damaging them in the process. The wavelength shrinks and 
has minimum variation at these high frequencies. Thus, 
increasing the antenna feed length by 3 ~ 4λ does not help to 
reduce the effect of (a) and (b). 

In this work, two new approaches to feed the planar 
antenna structure inside a flip-chip enhanced QFN (FCeQFN) 
are introduced for the first time that supports the improvised 
measurement methodology. The transitions for these 
approaches are designed using a three-layer (3L) FCeQFN 
substrate that enables the realization of different types of 
transmission lines and substrate integrated waveguides (SIW). 
A study on implementation feasibility of these transitions is 
provided along with the initial fabricated structures. Further, a 
detailed discussion on the impact of the transition on antenna 
radiation patterns is discussed using a comparison of an ideal 
and transition fed slot bow-tie (SBT) in FCeQFN package. 

II. PACKAGE STRUCTURE 

A. FCeQFN Package and Modified Version of FCeQFN 

The base FCeQFN structure shown in [5] provides the 
ability to build multiple copper layers using the additive 
process of copper plating into mold compound to form a 
substrate as shown in Fig.1. The silicon die is flipped on this 
routable substrate forming the entire base FCeQFN package. 
This package provides the benefit of implementing solid wall 
structures that ensures end-to-end metal continuity, providing 
excellent isolation and no observed inter-layer and inter-
structure radiation leakage. 

 

Fig. 1. Initial design of FCeQFN package with two-layer substrate. 

The modified version of FCeQFN package is realized with 
a 3L substrate as shown in Fig. 2. This provides benefit to both 
the antenna and transitions due to increased substrate 
thickness from 175µm [5] to 200µm, extending the 
modularity for implanting different structures inside the 
package that will be discussed in the following sections. 

 
Fig. 2. Modified three-layer FCeQFN package substrate. 

III. MEASUREMENT METHODOLOGY AND TRANSITION DESIGN 

The methodology is based on feeding the device under test 
(DUT) i.e., a planar SBT antenna structure, through an 
electromagnetic radiation barrier, isolating the DUT from the 
feed as shown in Fig. 3.  The package is soldered to a printed This research is funded by the Semiconductor Research Corporation (SRC) 

through the Texas Analog Center of Excellence (TxACE).  
SRC Task #2810.056 
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circuit board (PCB) that has a ground plane and a plated 
through hole via, connecting a standard waveguide from 
underneath of PCB. With the benefits of minimal leakage that 
can be achieved through this package structure, a completely 
isolated transition can be realized limiting any radiation 
leakage on the PCB ground that can translate into surface 
waves and infiltrate the measurements. 

 

Fig. 3. Measurement methodology for mmWave antenna in eQFN package. 

The external signal feed used for this methodology is a 
waveguide, similar to the one used in [6]. The signal from 
waveguide passes through the plated and then into the 
package with a transition that turns the signal 90 degrees in 
the direction of the DUT. The approaches taken for realizing 
these transitions are described in the following sub-sections. 

A. Package Based Transition Design – Approach-I 

Approach-I is designed using the multi-level transmission 
lines interconnected through vias that drive the signal from 
PCB to the antenna. The package is connected to the PCB 
through a via that is completely surrounded by wall 1 present 
in the bottom most layer of the package as shown in Fig. 4.  

 

Fig. 4. Approach-I with multi-level transmission line based antenna feed. 

Considering the measurement setup for approach-I shown 
in Fig. 3, wall 1 via is soldered to a buried via on PCB that 
connects to a an embedded stripline followed by a horizontal 
SIW. The PCB integrated SIW is excited using a standard air-
filled waveguide that is connected to a vector network 
analyzer (VNA) through WR5 band frequency extenders. 

Inside the FCeQFN package, the signal travels through the 
wall 1 via that is connected to the asymmetrical stripline 
present in layer 1 directing it towards DUT. An asymmetrical-
to-asymmetrical stripline transition is required to bring the 
signal from layer 1 to layer 2. The SBT antenna is part of layer 
3 as shown in Fig.1, that is fed by a conductor backed coplanar  
waveguide (CBCPW) to avoid the balun implementation. An 
asymmetrical stripline to grounded CPW (GCPW) step is 
accomplished using wall 1 via followed by GCPW to CBCPW 
transition that delivers the signal to the antenna. 

B. Package Based Transition Design – Approach-II 

Approach-II works with a direct feed that does not require 
PCB-based embedded transitions. The package is soldered on 
a plated through hole via that connects an external waveguide 
to the vertical SIW inside the FCeQFN package as described 
in [5]. Fig. 5 shows the signal propagation path that starts with 
a vertical SIW which is derived using both the layer and wall 

1 and 2, respectively. A vertical to horizontal SIW transition 
is realized by creating an opening in layer 2 that couples the 
signal without using any traditional methods such as, 
extending a similar dimension waveguide, using back-short 
and, using a coupling element such as a patch. The dimensions 
of the vertical SIW for this solution aligns to the standard 
WR5 band waveguide, i.e., 1295µm × 648µm whereas, the 
horizontal SIW has dimensions of ~600µm × 45µm. Further, 
a horizontal SIW to GCPW transition is required to get the 
signal transitioned in the required antenna feed format. 

 

Fig. 5. SIW based antenna feed inside package for approach-II. 

C. Package Based Transition Design – Approach-III 

Approach-II is an extension of the method described in 
[5], calling it as approach-III, that utilizes a coupled patch 
mechanism to translate the signal from waveguide to an 
asymmetrical stripline. 

IV. RESULTS AND DISCUSSION 

The simulated S-parameters of approach-I are shared in 
Fig. 6 that shows a full band coverage (80GHz) with a solder 
thickness of 100µm. The results are from Ansys HFSS with a 
preliminary surface roughness model providing a maximum 
attenuation of 3.34dB at 220GHz. The impedance looking 
from the GCPW side is 50Ω whereas, from the PCB 
connected via is ~27Ω. Fig. 6 shows both ~27Ω and 50Ω 
normalized impedance at PCB connected via displaying the 
impedance mismatch tolerance of the transition. 

 

Fig. 6. S-parameters of approach-I based antenna feed transition. 

The package to PCB interface via i.e., part of wall 1 has a 
55µm diameter with a pitch of 160µm. Though, it aligns with 
a few PCB manufacturing process, demands for strict process 
control. The variation of solder thickness impacts both via 1 
and the asymmetrical stripline on layer 1 due to proximity to 
the closet ground i.e., present on PCB. The inductance of via 
1 increases with the thickness shifting the resonant frequency 
and impacting the performance of the transition. Further, to 
realize this as a complete solution, a PCB with a stripline or a 
CPW to horizontal SIW transition is required adding more 
complexity. This makes the transition dependent on the 
assembly process that can be difficult to control. 
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Fig. 7. illustrates the S-parameters of approach-II showing 
a limited -10dB bandwidth of 33GHz i.e., covering 41.25% of 
WR5 band. Radiation leakage observed at the SIW to GCPW 
junction impacts the performance of approach-II, providing a 
maximum attenuation of ~3dB at 213GHz. A performance 
comparison of all three approaches is provided in table I.   

 

Fig. 7. S-parameters of approach-II based antenna feed transition. 

TABLE I.  TRANSITION PERFORMANCE COMPARISON 

Specifications Approach I Approach II Approach III*[5] 

-10dB Bandwidth 80GHz 33GHz 17GHz 

Min. Attenuation 1.33dB 2.42dB 1.7dB 

Max. Attenuation 3.34dB 3.4dB 2.5dB 

* Restricted two-layer FCeQFN package with 175µm substrate thickness 

In approach-II, the solder thickness acts like a waveguide 
extension connecting the electroplated via on PCB with a 
standard waveguide and making it tolerant towards the 
thickness variation, exhibiting less dependency on assembly 
process. The manufacturability of PCB based via is confirmed 
through the initial fabricated PCB that matches the dimensions 
of a standard WR5 band waveguide as shown in Fig. 8 (a). In 
approach-III, the closest ground to the asymmetrical stripline 
is present inside the package i.e., Layer 1, confirming minimal 
impact on the performance due to solder thickness variation. 

       

                (a)                                       (b) 

Fig. 8. (a) Preliminary fabricated PCB for validation of via dimensions, (b) 
transition fed antenna using approach I. 

 A transition integrated SBT antenna with approach-I is 
shown in Fig. 8 (b). The radiation patterns of both cuts, phi 
0deg and 90deg, are depicted in Fig. 9 and compared with an 
ideal fed antenna. The comparison of radiation patterns in Fig. 
9 confirms the negligible impact of the transition. 

  

                         (a)            

  

             (b)             

Fig. 9. Radiation pattern of SBT antenna – (a) ideal fed, (b) approach-I 
based transition fed. 

The only observed effect is in peak realized gain due to a 
minimum signal attenuation of 1.33dB in the transition. 
Similar effect is observed in case of other approaches as well. 

CONCLUSIONS 

 The paper introduces two new antenna feed approaches 
that support the proposed measurement methodology to 
characterize the radiation patterns of an antenna integrated in 
a FCeQFN package for WR5 frequency band applications. 
With a modified 3L FCeQFN configuration, approach-I 
offers a prospective solution providing a full band coverage 
with maximum attenuation of 2.23dB and better isolation. A 
detailed study on end-to-end implementation feasibility of 
both approaches highlights the strict fabrication and assembly 
process control requirements for realizing approach-I, 
bringing approach-II a viable option. A brief comparison of 
antenna radiation patterns is also provided showing minimal 
impact of the transition, providing the proof of concept. 
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Abstract— In this paper, we propose a new board-to-board 
connector design for 5G mmWave and high-speed signaling. The 
proposed board-to-board connector has a socket shield and mid-
plate between pins. The socket shell reduces electromagnetic 
interference (EMI), emitted to the outside and the mid-plate 
reduces crosstalk between terminals. We verified the signal 
integrity performance and EMI reduction effect of the newly 
added ground structures through EM simulation. However, due to 
the increased ground structure, the return current path of the 
signal is split, and resonances are generated. We analyzed the 
resonances through the J-field change according to the frequencies. 

Keywords— Board-to-board (BtB) connector,  electromagnetic 
interference (EMI), mid-plate, return current path split, 
resonance, shielding structure 

I. INTRODUCTION  

In recent years, mobile electronic devices are becoming more 
compact and integrated. Mobile devices require various sensors, 
antennas, and chips to perform a set function, and they must be 
combined into a single system. However, each component is 
modularized, so a miniaturized connector is needed to connect 
each component without loss. One of these components is a 
board-to-board (BtB) connector used to connect two printed 
circuit boards (PCB) or flexible printed circuits (FPC) [1] 

Fig. 1. shows the approximate form of the BtB connector and 
how it is used in a mobile application. The BtB connector has 
the advantage of being able to use both analog and digital 
signals, single-ended and differential signals. For RF, the BtB 
connector transfers data from the 5GmmWave antenna module 
or 3G/4G/GPS/Wi-Fi antenna to the main PCB. It is also 
available for high-speed signaling, which consists of 
differential pairs for USB or Thunderbolt. It is also possible to 
transfer the power of the battery to the main PCB. 

However, the increasing data rate of mobile devices and the 
use of high-frequency bands such as 5G mmWave cause signal 
integrity (SI) and electromagnetic interference (EMI) problems 
in BtB connectors. First, the EMI problem is serious because 
there are fewer ground structures than PCB traces in the BtB 
connector. In addition, there are various components such as RF 
modules, analog circuits, sensors, etc. on one PCB, and as data 
rate increases, intra-system noise due to noise generated by 
each component as well as loss is becoming a bigger problem. 
In particular, in the case of RF noise, even small noise can be 
greatly amplified, so it is even more sensitive as Fig. 1. shows. 

 There are many attempts to add additional shielding 
structures to reduce EMI or crosstalk on various connectors, 
including BtB connectors [1-2]. Although there are a wide 
variety of ways to reduce EMI or crosstalk, the approach of 
simply adding ground structures is likely to further deepen EMI 

problems or reduce SI performance. Resonance may occur 
when a floating conductor exists or has multiple return current 
paths [3]. 

 In this paper, we proposed a BtB connector with a socket 
shield and mid-plate located between plug terminals. The added 
ground structures are effective in reducing the increased 
crosstalk and EMI due to the increased data rate. The proposed 
structure was verified through an E-field obtained through 3-D 
EM simulation. In addition, how the additional  side effect of 
the proposed structure was analyzed in terms of return current 
path and the design guide for better performance was presented 

II. PROPOSAL OF BOARD-TO-BOARD CONNECTOR WITH 
SOCKET SHELL AND MID-PLATE  

Fig. 2. and Table I show the appearance and dimension 
information of the proposed BtB connector. The BtB connector 
is divided into the plug and socket parts. The plug and socket 
have terminals that transmit signals or act as references, 
consisting of a horizontal part that meets the solder mask 
defined (SMD) type pads, and a vertical part that allow the plug 
and socket to contact stably in a clip form. Each terminal is 
spaced at a certain distance to the specification. As shown in 
Fig. 2. (b), the mid-plate for reducing crosstalk between 
terminals belongs to the plug part and is assembled in two 
considering manufacturability. The socket has a shell structure 
to prevent EMI emitted to the outside. The mid-plate and 
terminals are composed of copper alloy, while the socket is 
composed of stainless. The lower part of the socket shell is 
slightly bent outward to minimize the coupling effect with the 
terminal. 
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Fig. 1. Board-to-board connector at a mobile device and EMI issues 
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The impedance of conventional BtB connectors is defined by 
adjacent ground terminals, while shell and mid-plate 
additionally affect the impedance of the proposed BtB 
connectors. In addition, the mid-plate is short only on the plug 
PCB side and the shell is short only on the socket PCB side.  

The proposed BtB connector is designed to be used 
simultaneously for single-ended RF such as 5G mmWave and 
high-speed signaling using differential pairs such as 
USB/Thunderbolt. Fig. 3. shows an example pin map for each 
situation. The proposed BtB connector structure is applicable 
not only to the 10-pin BtB connector shown in Fig. 2 but also 
to all BtB connectors with various pin counts.  

III. SIMULATION RESULT AND ANALYSIS OF PROPOSED BTB 
CONNECTOR  

 Fig. 4. shows E-field at 1 GHz of the proposed BtB 
connector with shell and mid-plate and conventional BtB 
connector. In the BtB connector without a shell, the E-field 
formed by the terminal is emitted to the outside without any 
restraint. On the other hand, a BtB connector with a shell 

blocked EMI generated from the terminal. Moreover, The lower 
side of the shell is bent outward so it maintains distance from 
the terminal, and accordingly, an unnecessary coupling effect 
with the terminal is removed. The mid-plate shorted to the plug 
side PCB significantly reduced the crosstalk to the opposite 
terminal. However, the E-field of the socket side was still 
emitted to the opposite side, because the mid-plate is opened 
with socket side PCB ground.  

First, when applying the pin map of 5G mmWave, all four 
cases had multiple resonances in insertion loss and FEXT. 
Since the length of the BtB connector is very short, so it is most 
important to reduce the influence of resonance at the operating 
frequency by making the resonance frequency as large as 
possible rather than reducing the loss of the connector itself. 
These resonances are caused because the return current path of 
the signal changes depending on the frequency. The resonance 
occurs at different frequencies because the ground structure of 
each case is different.  

 The resonance frequency due to the return current path split 
is defined as follows:  

 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑐𝑐
𝜆𝜆𝑟𝑟𝑟𝑟𝑟𝑟�𝜖𝜖𝑟𝑟𝑒𝑒𝑒𝑒

= 𝑐𝑐
2∆𝐿𝐿�𝜖𝜖𝑟𝑟𝑒𝑒𝑒𝑒

 (1) 

, where fres is resonance frequency, 𝜆𝜆𝑟𝑟𝑟𝑟𝑟𝑟  is the wavelength at 
the resonance frequency, 𝑐𝑐 is the velocity of light, 𝜖𝜖𝑟𝑟𝑒𝑒𝑒𝑒 is the 
effective dielectric constant of the terminal, and ∆𝐿𝐿  is the 
difference of the return current path. This is because a response 
occurs at a frequency in which the phase difference of signals 
transmitted through each return current path becomes 180 
degrees.  

The return current path according to the frequency of the 
proposed Bt B connector was analyzed through a complex J-
field as shown in Fig. 6. The return current path was classified 
as return path 0 (RP0) to adjacent ground terminals, return path 
1 (RP1) to the shell of left under the corner, return path 2 (RP2) 

  
(a) 

 
 (b) 

Fig. 2.  (a) Proposed board-to-board (BtB) connector (b) and its side view 
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TABLE I  
MATERIAL PROPERTIES AND DIMENSIONS OF THE PROPOSED BOARD-TO-

BOARD CONNECTOR 
Parameter Value 

Material of the housing LCP S475 (Dk=3.7, Df=1e-3) 
Material of the socket shell STS 301(cond=1.38e6 S/m ) 

Material of the terminal and mid-plate C7025 (σ=2.33e7 S/m ) 
Width of the socket shell (wshell) 4 mm 
Depth of the socket shell (dshell) 2.11 mm 
Height of the socket shell (hshell) 0.63 mm 
Width of the terminal (wterminal) 0.12 mm 

Space between terminals (sterminal) 0.23 mm 
Thickness of the terminal (tterminal) 0.07 mm 

Space between a terminal and a mid-
plate (st-m) 0.15 mm 

 

 
 (a)                   (b) 

Fig. 3.  (a) pin map of 10 pin BtB connector for 5G mmwave and (b) pin map 
for high-speed signaling 

           
        (a) 

             
         (b) 

Fig. 4.  (a) E-field of BtB connector with socket shell and mid-plate at 1 GHz 
(b) E-field of BtB connector without socket shell and mid-plate at 1 GHz 
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to the shell of the right upper corner, return path 3 (RP3) to the 
shell of right under the corner, and return path 4 (RP4) to the 
opposite side terminal. The resonances occur at 34.5 GHz, 35.5 
GHz, and 40 GHz as shown in Fig. 5. (a). Since the Nyquist 
frequency when using 64-QAM in the 28 GHz 5Gmmwave 
band is 4.67GHz, and the Nyquist frequency in the USB4, 
which has a 20 Gbps data rate per lane, is 10GHz, assuming that 
up to 7th harmonic frequency affects signal performance, all of 
the resonances affects performance. Although the propagation 
velocity and effective dielectric constant for each return current 
path are different, the path length difference ∆L is 2.56 mm, 
2.48 mm, and 2.22 mm based on the micro stripe line effective 
dielectric constant of the terminal [4]. These values are the 
length difference between RP1 and RP2, RP1 and RP3, and 
RP0 and RP4, respectively. 

When the pin map of the high-speed signal is applied to the 
BtB connectors, the resonance size becomes very small because 
it has different pairs and the number of ground terminals is 
significantly reduced. Furthermore, thanks to the mid-plate, 
FEXT was significantly reduced in both pin maps  

IV. DISCUSSION AND CONCLUSION  
In this paper, we proposed a BtB connector with socket shell 

and mid-plate for low EMI. Through 3-D EM simulation, we 
verified the reduced EMI and crosstalk. Moreover, we analyzed 
resonances that greatly affect the signal performance when the 
BtB connector is used for 5G mmWave and USB4 in terms of 
return current path. 

In the previous chapter, the magnitude of FEXT decreased 
and resonance frequency increased as additional ground 
structures were added. The reason why FEXT decreases is 
additional ground structures and the reason why resonance 
frequency increases are the length difference between the return 
current paths decreases. Therefore, to have better performance 
than the proposed BtB connector, the mid-plate and socket shell 

must be shorted to both sides PCB ground plane, but physically 
impossible for micro stripe line type PCB and FPC. The only 
way is to make the difference between the return current path 
small by simply transforming the position of the PCB pad and 
the shape of the shell. 
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          (c) 

Fig.6. (a) Complex J-field of the proposed BtB connector at 32.5 GHz, (b) 35 
GHz, (c) 40 GHz 
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Fig. 5.  (a) The insertion loss and (b) far-end crosstalk (FEXT) of BtB 
connector for 5G mmWave. (c) The insertion loss and (d) far-end crosstalk 
(FEXT) of BtB connector for high-speed signaling. 
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