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Abstract—Process scaling in modern integrated circuits has led to multiple signal and power integrity issues. In particular, ensuring reliable performance of on-chip power delivery systems has become a major design challenge. Rigorous analysis and simulations are required at the design stage to ensure proper functionality of an on-chip power supply. This puts a strain on existing numerical tools due to the sheer size of the power grids. In this paper, a fast circuit simulation technique based on the latency insertion method (LIM) is proposed for the steady-state analysis of large-scale circuits, such as on-chip power distribution network. The proposed method is shown to be very efficient for modeling of networks with very large numbers of nodes. The comparison with one of the well-established methods used for the power grid analysis today, the Random–Walk algorithm, shows that LIM is almost two orders of magnitude faster.
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I. INTRODUCTION

Due to process scaling, the number of devices on a chip has increased dramatically. Consequently, modern on-chip power distribution networks (PDNs) are required to carry very large amounts of supply current. At the same time, power dissipation issues in high-performance, high frequency devices are forcing the use of lower supply voltages [1]. Also, as interconnects become narrower, wire resistances increase. As a result, large amounts of current are distributed through large-scale power grids with narrow interconnects at low voltages, which causes significant voltage drop (IR drop) on the grid, seriously compromising the performance of the chip. Therefore, efficient and accurate analysis of the IR drop in the power grid becomes one of the crucial steps in the design process.

Due to the extremely large size of the contemporary power grids, their analysis with traditional techniques becomes computationally inefficient or even impossible because of prolonged runtimes and excessive memory requirements. A number of methods have been proposed to address the size-based complexity of the problem. For example, hierarchical analysis technique [2] manages the complexity by solving local grids separately, but this can compromise accuracy. Another approach [3] employs a grid-reduction scheme by solving several coarsened grids and then extrapolating the results to the original fine-grain grid. Therefore, the method in [3] solves the network approximately and thus suffers from errors. The statistical Random–Walk method [4] guarantees a linear runtime and the availability of memory, but becomes inefficient when voltages at all the nodes have to be computed or when there is a need for high accuracy. The node-based iterative scheme [5] in effect implements the classical successive over relaxation iterative method for solving linear systems. The node-based method is efficient for steady-state analysis but not easily extendable into transient analysis. There also exist a number of techniques based on the conjugate gradient method [6], [7]. These methods demonstrate a lot of promise, but, as well as the node-based method in [5], are only applied to DC problems. In the design process of a PDN both types of analyses (static and dynamic) must be employed. Therefore, a method being proposed as an alternative to the industry-standard direct solvers (such as SPICE) must deliver similar general-purpose capabilities.

This paper presents an application of the latency insertion method (LIM) to the analysis of the steady-state PDN. The LIM was initially proposed as a transient simulation technique to efficiently model large networks [8]. The method is based on the finite-difference formulation similar to the one used by the well-known finite-difference time-domain method (FDTD) [9]. While FDTD solves the time-domain equations for electric and magnetic fields, LIM applies the same finite-difference technique to circuit equations for voltages and currents. LIM is meant to be an alternative to the traditional matrix–vector product-based circuit simulators such as SPICE, and is targeted primarily at the simulation of very large uniform networks, which makes it particularly suitable for modeling of on-chip power supply. LIM iteratively solves circuit equations using a time-stepping scheme, therefore, it avoids construction and computation of a large matrix (as opposed to SPICE). The method demonstrates linear numerical complexity, enables analysis of very large networks, and greatly outperforms conventional matrix-based methods.

In this paper, it is demonstrated that the LIM, an efficient transient method, can be successfully used for the DC part of the on-chip power supply analysis. For the problem of large circuit DC simulation, the method is compared to one of the well-established techniques the Random–Walk algorithm [4]. The Random–Walk method is an iterative algorithm based on a statistical solver. The comparison between the two methods shows that LIM significantly outperforms the Random–Walk method both in terms of speed and accuracy.
The rest of this paper is organized as follows. In Section II, the formulation of the LIM method is described. Sections III and IV demonstrate the application of the LIM method to the DC analysis of the PDN. In Section V simulation results are presented and benchmark comparison between the LIM and the Random–Walk method is made. Finally, in Section VI, the conclusions are reported.

II. LIM FORMULATION

LIM treats a circuit as a grid composed of nodes interconnected with branches. The approach is based on utilizing an equivalent model for circuit interconnects (distributed RLGC-based transmission line model). The RLGC equivalent circuit representation of integrated circuit interconnects can be obtained by running a layout extraction procedure in a computer-aided design tool used in the design process.

Each branch (a section of an interconnect) can be represented by a distributed series resistor–inductor model as a computer-aided design tool used in the design process. The approach is based on utilizing an equivalent model for circuit interconnects (distributed RLGC-based transmission line model). The RLGC equivalent circuit representation of integrated circuit interconnects can be obtained by running a layout extraction procedure in a computer-aided design tool used in the design process.

Using the Kirchhoff’s voltage law for the circuit in Fig. 1, the discrete time equation can be written as

\[ V_{i}^{n+1/2} - V_{j}^{n+1/2} = L_{ij} \left( \frac{I_{ij}^{n+1} - I_{ij}^{n}}{\Delta t} \right) + R_{ij} \left( \frac{I_{ij}^{n+1} + I_{ij}^{n}}{2} \right) - E_{n+1/2}^{ij}. \]  

(1)

Superscripts in (1) represent the discrete time. Currents are computed at whole time intervals \( t = n\Delta t \) voltages at half intervals \( t = (n + 1/2)\Delta t \), where \( \Delta t \) is the time step. This way voltages and currents are staggered by half a time step. This is known as the leapfrog scheme or semi-implicit scheme [9].

Solution of the discrete time (1) for the branch equivalent circuit in Fig. 1 yields the following expression for branch currents:

\[ I_{ij}^{n+1} = 2\Delta t \left( \frac{V_{i}^{n+1/2} - V_{j}^{n+1/2}}{2L_{ij} + R_{ij} \Delta t} \right) + I_{ij}^{n} \left( \frac{2L_{ij} - R_{ij} \Delta t}{2L_{ij} + R_{ij} \Delta t} \right). \]  

(2)

Using the Kirchhoff’s current law for the LIM node equivalent circuit in Fig. 2 the discrete time equation can be written as

\[ C_{i} \left( \frac{V_{i}^{n+1/2} - V_{i}^{n-1/2}}{\Delta t} \right) + G_{i} \left( \frac{V_{i}^{n+1/2} + V_{i}^{n-1/2}}{2} \right) - H_{i}^{n} = - \sum_{k=1}^{M_{i}} I_{ik}. \]  

(3)

where \( M_{i} \) is the total number of branches connected to node \( i \).

Solution of (3) yields the expression for node voltages

\[ V_{i}^{n+1/2} = \frac{V_{i}^{n-1/2} (2C_{i} - G_{i} \Delta t)}{2C_{i} + G_{i} \Delta t} - 2\Delta t \left( \frac{\sum_{k=1}^{M_{i}} I_{ik}^{n} - H_{i}^{n}}{2C_{i} + G_{i} \Delta t} \right). \]  

(4)

If the circuit model does not include shunt node conductance \( G_{i} \) (which, as we will show further, is the case for the power supply network model), expression in (4) can be simplified to

\[ V_{i}^{n+1/2} = V_{i}^{n-1/2} - \Delta t \left( \frac{\sum_{k=1}^{N_{b}} I_{ik}^{n} - H_{i}^{n}}{C_{i}} \right). \]  

(5)

In the LIM transient simulation, node voltages and branch currents are computed at each time step using the update expressions (2) and (4). First all node voltages are calculated through (4) and then all branch currents are updated through (2).

As it can be seen from (2) and (5), the presence of latency generated by the reactive elements \( L_{ij} \) and \( C_{i} \) is required for the algorithm to function. If the reactive elements are not present in the circuit, small fictitious inductors must be inserted in each branch and capacitors must be added at every node to enable LIM formulation. It can be shown that if the values of those fictitious elements are small enough, the accuracy of the transient simulation is not compromised [8].

The LIM algorithm uses central difference-based finite-difference approximation, which is conditionally stable. In the simple 1-D case (no more than two branches connected at each node) the condition for the numerical stability of the method can be written as [8], [10]

\[ \Delta t < \min_{i=1}^{N_{b}} \left( \sqrt{L_{i} \min(C_{i}, C_{i+1})} \right) \]  

(6)

where \( N_{b} \) is the number of branches in the network, \( L_{i} \) is the inductance of the branch \( i \), \( C_{i} \), and \( C_{i+1} \) are shunt capacitors connected on either side of the branch \( i \). Condition (6) is analogous to the Courant criterion for wave propagation in a discrete grid [11], that is used to determine the limit on the time step in the FDTD method. In the FDTD method the limit on the time step is based on the fact that numerical waves in a computational space cannot propagate faster than the speed of light. The same idea applies to the LIM, the speed of signal propagation is limited by the latency present in the circuit. However, in the case when there are more than two branches
connected at a single node, the problem of determining the stable simulation time step is not as straightforward. Again using the analogy with the FDTD method, we note that the limit on the time step reduces as the dimension of the computational space increases. The same idea applies to the LIM. However, in the LIM model network the number of connections at a single node is not limited to tree, and the notion of dimension in such a model does not have a clear physical meaning (as opposed to the FDTD case). The problem of finding a suitable value for the time step of the simulation is further discussed in Section IV.

III. ON-CHIP PDN

A typical power grid model consists of wire resistances, wire inductances, wire capacitances, decoupling capacitors, \( V_{DD} \) pads, and current sources that represent currents drawn by logic gates or functional blocks [4]. The equivalent model for a part of PDN is shown in Fig. 3. The model in Fig. 3 is somewhat simplified and can be viewed as the representation of a single layer of power lines with only line-to-ground capacitance taken into account.

Analysis of a PDN is often done in two steps. The steady-state (DC) solution is found first and then the transient analysis is performed. The transient simulation is naturally carried out using the standard LIM formulation [8], [12]–[14]. In this paper, we focus on the first stage, the problem of computing the steady-state node voltages, the DC solution. Due to the sheer size of contemporary PDNs even the initial DC analysis becomes a challenging problem that is not suitable for direct solvers and requires the use of alternative more efficient algorithms [4], [5]. We show that the LIM, while being primarily a transient simulation technique, can be efficiently applied to the DC steady-state analysis problem. A transient simulation in the network that contains only constant current and voltage sources rapidly converges to the steady-state voltage and current values.

In the steady state all capacitors are open circuited and inductors are short circuited. The model in Fig. 3 then simplifies to the one shown in Fig. 4.

The power grid is then represented as a network of purely resistive branches and nodes of two types: constant voltage sources (\( V_{DD} \) pads) and constant current sources.

IV. STEADY-STATE PDN ANALYSIS USING LIM

In order to show how LIM can be applied to the DC analysis of a power grid, we use a simple circuit example [4]. Fig. 5 shows a simple circuit that represents a small section of a PDN.

If the supply voltage \( V_{DD} \) is chosen to be 1 V, the voltages at nodes A, B, C, and D can be easily calculated: 0.6, 0.8, 0.7, and 0.9 V respectively.

A. Enabling LIM Formulation: Latency Insertion

The DC PDN model does not contain latency. In order to enable the LIM formulation for the circuit in Fig. 5, latency elements must be inserted in all the branches and at all the nodes. The resulting LIM-enabled augmented circuit corresponding to Fig. 5 is shown in Fig. 6.

Since the insertion elements are fictitious, they must be made as small as possible, so that the accuracy of the solution is not compromised. In general, the values of the fictitious reactive elements are chosen to be much smaller than those of the actual inductances and capacitances present in the circuit. On the other hand, the choice of the values for fictitious reactive elements affects the stability for the simulation. In a
transient LIM simulation values of the reactive elements determine the limit on the maximum possible time step of the simulation. Therefore, it is desirable to have a lot of latency in the circuit that will allow using the largest time step and hence, achieving the shortest runtime.

However, in the case of DC analysis the actual values of the insertion elements are not important since only steady-state voltages are computed and not transient waveforms. Therefore, the values of insertion elements can be chosen arbitrarily. Considerations involved in the choice of the optimum time step are discussed in some detail further.

B. Choosing the Time Step of the LIM Simulation

In the case of the DC analysis with an iterative method the duration of the simulation is determined by the number of iterations required for the solution to converge to the steady-state values. In our case, since the simulation is actually transient, there is still the issue of choosing the appropriate increment for the time step. First of all, the $\Delta t$ must be chosen so that the simulation remains stable, also a fast rate of convergence is desirable.

The exact limit on the time step of the LIM simulation can be found using the amplification matrix approach [15], [16]. The amplification matrix approach is based on transforming the LIM update equations into the matrix form, such that voltage and current vector values at the next time step are found by multiplying the values from the previous step with the matrix $A$, the amplification matrix. That matrix depends on the structure of the network and the time step value. According to the method in [15] the time step of the simulation must be chosen so that the spectral radius of the amplification matrix is less than or equal to unity. If any of the eigenvalues of the matrix $A$ exceeds 1, the solution will grow uncontrollably. Fig. 7 shows the dependence of the spectral radius of the amplification matrix for the circuit in Fig. 5 on the value of the time step. It can be seen in Fig. 7 that the system becomes unstable as the value of the time step exceeds $\Delta t = 0.95$.

While the amplification matrix approach can produce the exact limit on the time step, it is not always convenient to derive the matrix and solve for its eigenvalues. In [12] and [17] the upper bound on the time step of the transient LIM simulation was derived using the direct Lyapunov method (also known as the energy method). In the case when more than two branches are connected to a single node the stability condition can be written as

$$\Delta t \leq \sqrt{2} \min_{i=1}^{N_n} \left( \frac{C_i}{N_i} \min_{b=1}^{N_b} (L_{i,b}) \right)$$

(7)

where $N_n$ is the total number of nodes in the circuit, $C_i$ is the shunt capacitance at node $i$, $N_i$ denotes the number of branches connected to node $i$, $L_{i,b}$ denotes the value of $b$th inductor connected to node $i$. The result of (7) is the square root of the smallest $L_{i,b}$, $C_i$ product among all the nodes of the circuit divided by the number of connections at the node. In 1-D case (7) becomes (6). The limit in (7) is easy to obtain in the process of parsing a circuit netlist. Condition in (7) is only a sufficient one. If the time step exceeds the limit given by (7), the simulation does not necessarily become unstable.

Condition (7) can be used for the calculation of the time step for the steady-state PDN simulation. As was mentioned before, in the DC case actual values of the fictitious latency elements are not relevant. Therefore, for simplicity and convenience all insertion elements throughout the circuit can be assigned to a value of unity. Then, using (7), we can write the expression...
for the time step as

\[ \Delta t = \frac{2}{\max_{i=1}^{N_{b}} (\Delta t^i)} \]  

(8)

It can be demonstrated using the circuit in Fig. 4 that the time step resulting from (8) is stable and closely approximates the optimum step for fastest convergence. Node C in the circuit has the highest number of connections \( N_{b}^C = 3 \) then, from (8) the time step for the circuit is \( \Delta t = 0.8165 \). From Fig. 7 it can be seen that the time step from (8) is in the stable region.

It is also desirable to use the time step that results in the fast convergence of the simulation. The simulation starts with zero initial conditions and then converges to a certain DC voltage level. Larger time step results in larger increments of voltage values at each step of the simulation. Therefore, in general, a larger time step allows the simulation to reach the steady-state voltage value in fewer iterations. However, if the time step is too close to the stability limit, voltages oscillate around their steady-state values, which results in prolonged run times. The trend is shown in Fig. 8.

First, as the time step increases, the number of iterations required for convergence decreases. Then, as the value of \( \Delta t \) approaches 0.9, there is a steep increase in the number of steps required for convergence. The value of \( \Delta t \) predicted by (8) results in the near optimum number of 17 iterations required for voltages at all nodes of the circuit example to converge.

C. Numerical Simulation Results for the Basic Circuit

After latency is created and the time step is determined, the augmented circuit can be simulated with LIM. Table I shows the simulation results for the circuit in Fig. 5.

It took only 17 iterations to achieve the relative error on the order of 0.001%. Fig. 9 shows the convergence of the simulation for a single node of the basic circuit.

From Fig. 9 it can be seen that the LIM simulation quickly reaches the correct steady-state value of the node voltage and stays stable at that value. For the comparison, the same example was simulated using the Random–Walk algorithm.

In Fig. 10 the convergence of the simulation performed using the Random–Walk algorithm is shown. Fig. 10 demonstrates that it is relatively harder to obtain high-precision solution using the Random–Walk algorithm due to the random nature of the method. Random–Walk method is based on the statistical approach “the random walk game.” The solution converges to the correct value as more “walks” are taken from the node, and the results are averaged over a large number of iterations. However, even after a large number of “walks” the solution still oscillates considerably.

V. Numerical Results of the DC Power Grid Analysis

As was mentioned above, the main advantage of the iterative techniques in general and LIM in particular is the ability to efficiently analyze the networks with very large numbers of nodes that are not suitable for matrix-based techniques (such as SPICE). Several large circuits were simulated using LIM and Random–Walk methods. All circuits used for simulation had the form of resistive grids with constant voltage \( (V_{DD}) \) sources and constant current sources (power drains), similar to the model in Fig. 4. Runtime results are summarized and compared in Table II. Runtimes as functions of the number of
nodes in the circuit are also shown in Fig. 11 on a semi-log scale.

Table II can be extrapolated as both algorithms have linear numerical complexity and runtimes scale nearly linearly. All computations were carried out on a Windows workstation with 2.4 GHz CPU and 2 GB of RAM.

In the above simulations, the error margin was set to 1 mV. It is possible to reduce the runtime of the Random–Walk method if high accuracy is not required or if only a few node voltages need to be computed. Otherwise, the LIM method demonstrates almost two orders of magnitude speedup over the conventional Random–Walk algorithm.

In the Random–Walk method, the variance is used as the measure of convergence of a node voltage [4]. LIM is not a statistical method and does not involve random number generation. In the LIM program convergence is claimed when the difference between the new voltage value and the old one does not exceed a certain error margin (user specified). Normally the simulation runs until the voltage values at all nodes stay within the error margin. A significant speedup can be achieved if the nodes at which the convergence is registered are removed from the computation. Such nodes are assigned some special “untouchable” type values and are not processed any more. A simulation is stopped once there are no more nodes left to process.

There is a certain error introduced every time a node is considered converged and voltage at that node is fixed. However, the error can be kept small. Fig. 12 demonstrates the error values for the 10 K node circuit (with HSPICE simulation results treated as exact) produced by the LIM simulation. The largest error is still less than 1.7 mV.

With modifications the LIM simulation of a circuit with 500 K nodes can be reduced to 2 CPU seconds, while it takes 509 CPU seconds with the Random–Walk method.

The circuit has a favorable structure (large number of supply nodes), but it is favorable for both the LIM and the Random–Walk method (as well as for any other iterative method).

VI. CONCLUSION

The LIM was applied to the analysis of steady-state on-chip PDNs. Despite being initially developed as a purely transient technique, the method was shown to be an efficient tool for the DC analysis of PDNs. Therefore, the complete analysis of a PDN (both DC and transient) can be carried out using a single method. The LIM algorithm exhibits fast convergence, high accuracy, and short runtime. The algorithm has linear numerical complexity and is suitable for the analysis of very large networks. Experimental results show that LIM significantly outperforms the conventional Random–Walk method, particularly for circuits with very large numbers of nodes.
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