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ABSTRACT

This thesis addresses the receiver equalization techniques for a 10 Gbps USB

3.1 link in 65 nm CMOS technology. Two types of equalizers are imple-

mented: a continuous time linear equalizer (CTLE) and a 1-tap full-rate

decision feedback equalizer (DFE). The combined CTLE and DFE architec-

ture is simulated with an rms receiver clock jitter of 5.3 ps and achieves a

BER < 10−12 while consuming 3.3 mW at the Nyquist frequency of 5 GHz.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

High-speed serial links (HSSL) form the heart of reliable wired communica-

tion in almost very device around us. USB 3.1, HDMI 2.0, PCIe, SATA III

and Thunderbolt are some popular examples. Table 1.1 summarizes the data

rates of some of the popular standards today. Particularly for the USB, the

data rates have increased significantly from USB Gen 1.0 to USB Gen 4.0 as

shown in the graph in figure 1.1 [1].

Table 1.1: Serial Link Data Rates

Parameter Value
Thunderbolt 3.0 40 Gbps
HDMI 2.0 18 Gbps
PCIe 4.0 16 GTps
USB 3.1 10 Gbps
SATA III 6 Gbps

One can observe from the graph that there is an ever-increasing demand

for a high-bandwidth and a robust wireline communication system. One way

to increase bandwidth of wireline communication is to have several parallel

links. However, parallel links pose issues such as crosstalk, timing skew,

large on-chip area and a high cost of manufacturing. Fortunately, a lot of

advancements have been made in the area of serial links to enable very high

data rates. High-bandwidth equalizers are one such advancement. They are

typically implemented on both the transmitter and the receiver side and help

counteract channel losses, ISI and jitter. In this thesis two types of receiver

equalizers, namely CTLE and DFE, are discussed and designed. Both the

circuits are commonly used and there are a lot of variations available today

that achieve high data rates while being highly power efficient. For this
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Figure 1.1: USB trend.

thesis, the equalizers are implemented using conventional topologies to serve

as proof of concept for future designs.

1.2 Outline of Thesis

Chapter 2 provides a brief overview of equalizers and their usage in high-

speed serial links. Chapter 3 discusses the transistor-level implementation

and simulation results of a CTLE followed by the transistor-level design

and simulation results of a combined CTLE and DFE circuit in Chapter 4.

Chapter 5 concludes the thesis with discussion of design improvements and

scope for future work.
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CHAPTER 2

OVERVIEW OF EQUALIZERS

In the previous chapter we introduced the concept of equalizers and how they

can be implemented on the transmitter and receiver side of the serial link.

Figure 2.1 [2] shows the placement of equalizers.

Figure 2.1: High-speed serial link with equalizers. Adapted from [2].

In a typical serializer-deserializer circuit, parallel data bits coming from

source is serialized first, sent over the channel and then converted back to

parallel bits using a de-serializer. If the serialized data is sent over the channel

in its raw form then the pulse will look like something as shown in figure 2.2.

A single pulse spreads out over multiple symbol periods thereby creating

ISI. The ISI is quantified by terms called pre-cursors and post-cursors. In

figure 2.2, a−1 represents the first pre-cursor, a1, a2, a3 represent post-cursors

and a0 represents the main cursor, which is the sampling point for the actual

data bit. The TX FIR equalizer, RX CTLE and DFE distort the pulse to

suppress the pre- and post-cursors. The TX clock, generated using a PLL,

drives the serializer and TX equalizer. The RX clock, recovered from data

bits using a CDR, drives the DFE for sampling and the de-serializer. This

thesis implements equalizers for a USB 3.1 channel derived from an ADS
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Figure 2.2: Pulse response of a channel.

workspace [3] as shown in figure 2.3. The channel loss is shown in figure 2.4.

Figure 2.3: A typical USB 3.1 link with vias and type A/B receptacles.

Figure 2.4: Channel loss (SDD21) of a typical USB 3.1 link with vias and
receptacles.
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2.1 Transmitter Equalizers

The objective of TX equalizers is to pre-distort the pulses to negate the effects

of the channel. They can address both the pre-cursor and post-cursor issue.

The TX equalizers achieve the ISI cancellation using FIR filters implementing

pre-emphasis or de-emphasis. Pre-emphasis or de-emphasis here means the

boosting of high-frequency components. Figure 2.5 shows a block diagram of

a pre-emphasis FIR filter with three taps. The original data bit is delayed to

get Dn−1 and Dn−2, multiplied by certain weights Ci using taps and added

at the summing node to get pre-distorted data.

Figure 2.5: Pre-emphasis FIR filter. Adapted from [4].

Figure 2.6: Intel Stratix IV GX 1-tap pre-emphasis simulation. Adapted
from [5].

Figure 2.6 shows the result of pre-emphasizing for a 1-tap pre-emphasis
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FIR filter. A pre-emphasis filter has some limitations, as discussed in [4].

1. The pre-emphasis filter cannot improve SNR.

2. It requires large voltage swing for a good equalization. This results in

cross-talk.

3. It requires high-resolution DACs.

4. Some residual ISI terms still remain despite pre-emphasis reducing volt-

age and timing margins.

2.2 Receiver Equalizers

The objective of receiver equalizers is to improve the BER by boosting the

high-frequency and attenuating the low-frequency component of the received

signal and removing the post-cursors to eliminate ISI. This can be achieved

in analog domain or digital domain. In the past, implementation of equal-

izers in digital domain involved use of power hungry ADCs [6], but recent

low-power architectures like the ones proposed in [7] show a great potential.

Despite recent advancements in digital equalization, analog equalization still

remains a popular choice. There is no involvement of high-speed ADCs. In

analog domain, equalization can be achieved using a continuous-time equal-

izer and a decision feedback equalizer (DFE). A continuous-time equalizer

can be implemented either passively as shown in figure 2.7 or actively using

MOSFETs as shown in figure 3.1.

Figure 2.7: Passive continuous equalizer. Adapted from [4].
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H(s) =
R2

R1 +R2

1 +R1C1s

1 + R1R2

R1+R2
(C1 + C2)s

(2.1)

The passive version has some major drawbacks [4]:

1. It can cause impedance mismatches, thereby causing a need to use

inductors that can be too large for on-chip integration.

2. There is no improvement in SNR. The passive circuit cannot provide

any gain over 0 dB.

An active continuous-time equalizer (CTLE) as implemented in Chapter 3

gives more control over the transfer function and can provide boost greater

than 0 dB and ensure greater eye-opening. A CTLE is usually used in con-

junction with a DFE as the data bits can have residual post-cursors which can

be cancelled almost completely by the DFE. Chapter 5 discusses the design

and implementation of a conventional current-summer DFE architecture.
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CHAPTER 3

CONTINUOUS-TIME LINEAR EQUALIZER

3.1 Design Overview

A continuous-time linear equalizer (CTLE) as shown in figure 3.1 is essen-

tially a differential amplifier with RC source degeneration. The resistive

(RS) and capacitive (CS) degeneration provide a two-pole/one-zero system

that enables a peaking gain to counteract the lossy profile of the channel

at Nyquist frequency. Depending on the peaking gain, the CTLE can pro-

vide gain and equalization with a low power and on-chip area. Although the

differential CTLE architecture is immune to common mode noise that can

couple into its input, it introduces noise by itself due to high-frequency boost

action [4]. The noise boost issue can be solved by using a DFE after CTLE.

Figure 3.1: CTLE.

The transfer function is as follows:
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H(s) =

gm
CL

(s+ 1
RsCs

)

(s+ 1+gmRs/2
RsCs

)(s+ 1
RLCL

)
(3.1)

The poles and zeros are typically chosen on the basis of channel response.

Consider the frequency response of a USB C link model as shown in figure

2.4. At 5 GHz, the insertion loss is about 12 dB. We can design a CTLE to

give us a peaking gain of 12 dB at 5 GHz. However, it will translate into a

very large transconductance gm and also consume lot of power. Since the

CTLE circuit is followed by DFE in this thesis, a decent peaking gain of 5

dB should be good enough to open the eye. The parameters chosen for the

design are shown in table 3.1

Table 3.1: CTLE Design Parameters

Parameter Expression Value
Zero (fz)

1
2πRsCs

500 MHz

Pole 1(fp1)
1+gmRs/2
2πRsCs

1 GHz

Pole 2 (fp2)
1

2πRLCL
10 GHz

Peaking Gain gmRL 5 dB

DC Gain gmRL

1+gmRs/2
-1 dB

Load Capacitance CL 20 fF
Supply Voltage Vdd 1.2 V

Since the input capacitance of the DFE discussed in this thesis is about

1 fF, designing CTLE for a load of 20 fF should prevent any loading effect.

Typically variable RS and CS are implemented to change CTLE character-

istics once the design is set.

3.1.1 Design Equations

RL =
1

2π ∗ CL ∗ fp2
≈ 800 Ω (3.2)

RS = 2 ∗RL ∗ (10−DCGain/20 − 10−PeakingGain/20) ≈ 890 Ω (3.3)
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gm =
10DCGain/20

RL − 10DCGain/20 ∗RS/2
≈ 2.8 mS (3.4)

CS =
1

2 ∗ pi ∗RS ∗ fZ
≈ 360 fF (3.5)

3.2 Transistor Implementation

The CTLE schematic in Cadence Virtuoso is shown in figure 3.2. The tran-

sistor width, length and biasing current parameters are shown in table 3.2.

The transistor parameters were chosen to get the desired gm. The parametric

sweep feature of Cadence Virtuoso was used to arrive at the results.

Figure 3.2: CTLE Cadence schematic.
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Table 3.2: CTLE Transistor Parameters

Parameter Value
Vdd 1.2 V
idc 500 µA
RL 800 Ω
RS 890 Ω
CL 20 fF
M0: W/L 15 µm/60 nm
M1: W/L 15 µm/60 nm
M2: W/L 200 nm/60 nm
M4: W/L 200 nm/60 nm
M6: W/L 200 nm/60 nm

3.3 Simulation Setup and Results

3.3.1 AC Analysis

To check the frequency response of our CTLE circuit a test-bench for ac

analysis was implemented as shown in figure 3.3.

The transmitter is implemented using vdc in the simulation tool for com-

mon mode voltage of 600 mV and a vsin and a vcvs for a differential sinusoid

with 250 mV peak-to-peak. The simulation was run from 10 MHz to 100 GHz

and the following transfer functions were used:

1. For CTLE: 20log10(
voutp−voutn
vip−vin )

2. For Channel: 20log10(
vch p−vch n
vip2−vin2 )

3. For CTLE + Channel: 20log10(
voutp2−voutn2
vip2−vin2 )

In figure 3.4 the peaking gain, which is the difference between the peak

gain and DC gain, is about 5 dB. Thus, the overall system response sees a

boost of 5 dB at Nyquist frequency.

3.3.2 Pulse Response

The test-bench for pulse response is same as that for transient analysis except

vsource was replaced by vpulse. The following parameters were set:
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Figure 3.3: CTLE ac analysis test-bench.

1. Voltage 1 = -600 mV

2. Voltage 2 = 600 mV

3. Period = 60 ns

4. Rise time = fall time = 35 ps

5. Pulse width = 100 ps

After running the transient simulation, the pulse response before and after

CTLE was obtained as shown in figure 3.5. It can be seen that the frequency

boosting action of CTLE knocks down the post-cursors significantly. The

pulse before CTLE has first post-cursor value of 0.39 and the pulse after

CTLE has the first post-cursor value of 0.15, which is a 2.6X reduction from

channel response. Other post-cursors are reduced to zero thereby relaxing

the requirements of DFE circuit in the next stage.

3.3.3 Transient Analysis

To run transient simulation, the same setup as shown in figure 3.3 was used

with the exception of Vdc which was replaced by vsource. The modified

12



Figure 3.4: Frequency response: CTLE, CTLE+Channel, Channel.

Figure 3.5: CTLE pulse response at input (green) and output (red).

Tx circuit is used to generate a fully differential square wave signal. In the

properties of vsource a PN10 PRBS sequence with the following properties

was chosen:

1. Zero value = -600 mV

2. One value = 600 mV

3. Bit period = 100 ps

4. Rise time = fall time = 0.35*bit period

5. Edge type = halfsine

13



One can choose the PN sequence number in the LFSR Mode section of

the vsource properties.

Then in the ADE L window after setting all the transistor parameters

a transient simulation was run with stop-time of 105 ns to cover 1000 bits.

The eye-diagram was plotted for CTLE output voutp2-voutn2 and channel

output vch p2-vch n2 with the following settings:

1. Start time: 0 ns

2. End time: 105 ns

3. Period: 200 ps (2 UI)

4. Intensity option: Checked on

Table 3.3: CTLE eye-diagram results

Parameter Before CTLE After CTLE
Mean One Level 296 mV 350 mV
Mean Zero Level -335 mV - 370 mV
Vertical Eye Opening 140 mV 371 mV
Horizontal Eye Opening 58 ps 82 ps
Period Jitter (pk-pk) 40.35 ps 20 ps

From table 3.3 and figure 3.6 it can be observed that there has been

about 4X increase in vertical eye-opening and 1.3X increase in horizontal

eye-opening. The periodic jitter also decreased by 1.6X.
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Figure 3.6: Eye-diagrams before and after CTLE equalization.
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CHAPTER 4

DECISION FEEDBACK EQUALIZER

4.1 Design Overview

A decision feedback equalizer (DFE) is a non-linear feedback circuit imple-

mented on the receiver side of a high-speed link. Its main goal is to minimize

the post-cursors of the data pulse thereby reducing ISI and improving bit

error rate (BER). There are three main parts of the circuit: Summer, Slicer

and FIR feedback filter. Refer to figure 4.1. The summing node sums the

incoming symbol d[n] with a weighted wi, time-shifted version of itself to

cancel out the post-cursor and produce an output y[n] as shown in equation

4.1. The weights wi are derived from post-cursor data.

y[n] = d[n]− w1d[n− 1]− w2d[n− 2] · · · − wnd[n− 1] (4.1)

Figure 4.1: Block diagram of DFE.

The slicer decides whether the symbol is a 1 or a 0. The feedback filter

comprises a flip-flop and a current steering DAC. The flip-flop acts as a

16



memory element to store the previous data bit, and the current steering

DAC sinks current from the summing node to cancel the post-cursor. For

the DFE to work, the most important condition to be met is settling time.

The first loop of the DFE must settle within 1 Unit Interval. This implies

that for the first loop,

TD1 = Tsetup + TCK−>Q + Tsettle < 1UI (4.2)

and for second loop,

TD1 = 2Tsetup + 2TCK−>Q + Tsettle < 2UI (4.3)

and so on. Tsetup refers to setup time of the data pulse before the clock edge,

TCK−>Q refers to CLK-to-Q delay of the slicer and Tsettle refers to the RC

settling time at the summer node. The number of taps required in the DFE

circuit is determined by the length of the post-cursor tail. The longer the

tail, the greater the number of taps. However, increasing the number of taps

results in greater power consumption, as shown in figure 4.2 and reduction

in circuit’s bandwidth due to increasing drain capacitance of the taps.

Figure 4.2: Power consumption vs. number of taps for 10 Gbps (QPSK)
DFE. Adapted from [8].

Unlike CTLE, DFE does not amplify noise while boosting the high-frequency

17



component of the input signal. This helps increase the SNR of the signal.

However, the circuit has certain drawbacks [2]:

1. It cannot cancel pre-cursors.

2. It is difficult to meet timing requirements for the feedback path.

4.2 Transistor Implementation

This thesis implements the summer using a current-summer architecture,

slicer using a strong-arm latch and an S̃R̃ latch. The S̃R̃ latch acts a memory

element. The schematics are shown in figure 4.3 and figure 4.5.

Figure 4.3: Conventional current summer.

A current summer topology is used for its ease of implementation. How-

ever, it suffers from one major drawback - high power consumption. The

biasing current sources Icursor/2 and Itap1 are implemented using NMOS

transistors M7 and M8, which are in turn biased using current mirror tran-

sistors M6 and M5 respectively. The actual implementation in Cadence Vir-

tuoso is shown in figure 4.4. For slicer, a strong-arm latch cascaded with S̃R̃

latch is implemented using the NAND gate topology as shown in figure 4.5.

One can use either a strong-arm latch topology or a CML latch topology.

The former has no static power dissipation and is slower than the latter.

18



Figure 4.4: Summer implementation in Cadence Virtuoso.

Figure 4.5: Slicer components.

4.2.1 Design Procedure

1. Slicer

The slicer is composed of a strong-arm comparator [9] and an S̃R̃ latch

as shown in figure 4.5. For the first iteration of design, the width/length

ratio of the transistors M1, M2, M3, M4, M5 and M6 was chosen to
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be of minimum dimension 200 nm/60 nm. For reset transistors S1, S2,

S3 and S4 it was chosen to be 400 nm/60 nm since we want it to be

strong enough to reset the nodes S, R, P and Q. The tail NMOS M7

was also given 400 nm/60 nm ratio so as to handle currents from M1

and M2. Due to the offset issue, as discussed in [9], offset cancellation

capacitors were also added at nodes P and Q. Since the capacitors need

to discharge the nodes P and Q unequally, they were given the values

of 1.5p and 1p respectively. For S̃R̃ latch, the ratio was chosen as 200

nm/60 nm for M1, M2, M3 and M4 and 800 nm/60 nm for M5, M6,

M7 and M8. The width of PMOS was chosen to be 4x the width of

NMOS to ensure an equal pulse width for 0 and 1. The strong-arm/S̃R̃

latch combination was tested with a load capacticance of 10 fF. It was

observed that the size of transistors in the strong-arm latch was not

enough to drive the S̃R̃ latch. To solve the issue, a parametric sweep

was performed on the width/length ratio of transistors in the strong-

arm to arrive at the optimum values shown in table 4.1 and table 4.2.

Since the slicer is a clocked circuit an ideal clock with artificial random

jitter was used in Cadence Virtuoso. The delay of the clock was ad-

justed to 30 ps to ensure that the data symbols are sampled near the

main-cursor and rms random jitter value was chosen to be 5% of the

UI. In a practical scenario the clock signal is recovered from Rx bits

using a Clock Data Recovery (CDR) circuit.

Table 4.1: Strong-Arm Latch Parameters

Parameter Value
W/L: M1,M2,M3,M4,M5,M6 1 µm/60 nm
W/L: S1,S2,S3,S4 2 µm/60 nm
W/L: M7 2 µm/60 nm

Table 4.2: S̃R̃ Latch Parameters

Parameter Value
W/L: M1,M2,M3,M4 200 nm/60 nm
W/L: M5,M6,M7,M8 800 nm/60 nm

2. Current Summer and Tap

The current summer node is essentially a differential amplifier with

20



resistor source degeneration for linearity. To get the values of RL,

RS, CL and width/length ratio, consider the single ended model of the

circuit shown in figure 4.6

Figure 4.6: Single-ended model of DFE.

First we assume Cpar = 10 fF. This includes parasitic capacitance and

load capacitance. We choose such a value because the input capacitance

of the slicer is on the order of 1 fF. A value of 8 fF for load capacitance

CL is sufficient to counter the loading. To obtain the value of RL we

use the settling condition of DFE. For the first tap, the DFE must

settle within 1 unit interval (UI) as shown in equation 5.2. The slicer

designed in this thesis has a TCK−>Q ≈ 35 ps as shown in figure 4.7.

Figure 4.7: Slicer clock-to-Q delay.

In an S̃R̃ latch, the input data is tracked while the clock pulse is high.

By definition, setup time is the minimum duration for which the input

21



needs to be stable before a clock-edge. Since we are using a level-

triggered device, the input stabilizes after the positive edge of the clock.

Thus, the setup time comes out to be negative. For our calculation

Tsetup was chosen to be -20 ps. Thus,

−20 ps + 35 ps + Tsettle < 100 ps (4.4)

This gives Tsettle < 85 ps. Now

Tsettle = 3τ = 3 ∗RL ∗ Cpar (4.5)

Using Cpar = 10 fF we get RL < 2800 Ω.

The width/length ratio for the transistors can be obtained from the

transconductance gm of the NMOS. To obtain this we establish the

unity gain bandwidth of our circuit (fugb).

fugb =
Gm

2π ∗ Cpar
(4.6)

where Gm is the transconductance of the entire current-summer circuit.

Since our circuit needs to operate well for a Nyquist frequency of 5 GHz,

we choose fugb = 10 GHz. One can choose any fugb greater than 5 GHz;

however, a higher bandwidth will lead to greater power consumption

and increased transistor size. For Cpar = 10 fF we get Gm = 0.628 mS.

Any value of Gm ≥ 0.628 ms should be good for our circuit. The value

of Gm is governed by Rs and transconductance gm of the NMOS as

shown in equation 4.7 and gm is given by equation 4.8. The value of

Rs is given by the linearity requirement. In this thesis it is chosen to

be 100 Ω as a starting point.

Gm =
gm

1 + gmRs
2

(4.7)

gm =
2Ibias
Vov

(4.8)

Ibias is the bias current flowing through the NMOS M1 and M1 and is

related to Icursor as Ibias = Icursor
2

and Vov = Vgs − Vth of NMOS. Now,
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for a good SNR we want the swing at the summer/output node to be

greater than equal swing at the input of DFE. The swing is dependent

on DC gain of the circuit given by DCgain = GmRL. To ensure a good

margin for timing requirement given in equation 4.4, RL was chosen to

be 750 Ω. For a DC gain of 1.5 Gm = 2 mS. This translates into a

gm ≈ 2.3 mS. To obtain the width of the NMOS, the testbench shown

in figure 4.8 was used. Vgs and Vds were set to V dd
2

= 0.6V and the

width of the NMOS was swept from 200 nm to 5 µm.

Figure 4.8: Testbench to extract width of NMOS.

From the simulation Vov observed to be about 400 mV. This gives

Ibias = 460 µA and Icursor = 920 µA. From the simulation result shown

in figure 4.9 it can observed that a width of 4 µm works well. The

length was kept at 60 nm.

To extract the value of Itap equation 4.9 was used.

Itap = GmVISI (4.9)

From the pulse response in figure 4.12 VISI is observed to be 102 mV.

This gives Itap = 204 µA. However, from the simulations 204 µA was

found to be over-equalizing the input signal. The value of Itap was

parametrically reduced to arrive at optimum value shown in table 4.3.

The width/length ratios of tap transistors M2 and M3 were chosen to

ensure that the taps sinks the desired Itap. For current mirror pair

M4,M5 and M6,M7 the width/length ratios are chosen to ensure good

current matching among the pairs and to sink the desired currents.

Minimum sized devices have poor current matching.
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Figure 4.9: NMOS drain current vs. width.

4.3 Simulation Setup and Results

This section discusses the simulation setup of CTLE and DFE combination.

In the previous chapter we saw how the CTLE is powerful enough to open

the eye for a 10 Gbps signal by 2.6x. In this section we will be opening the

eye further and also improving the SNR.

4.3.1 AC Analysis

The schematic for ac analysis is shown in figure 4.10 and input parameters

are shown in table 4.4.

Vin ac was chosen to be 600 mV so that the differential swing at the channel

input is 1.2 V. The frequency response is shown in figure 4.11.

4.3.2 Pulse Response

The test-bench for pulse response is same as that for transient analysis except

vsource was replaced by vpulse. The Following parameters were set:

1. Voltage 1 = -600 mV

2. Voltage 2 = 600 mV

24



Table 4.3: DFE Parameters

Parameter Value
W/L: M0,M1 4 µm/60 nm
W/L: M2,M3 1 µm/60 nm
W/L: M4 1.5 µm/100 nm
W/L: M6 300 nm/100 nm
W/L: M5 10 µm/1 µm
W/L: M7,M8 500 nm/100 nm
RL 750 Ω
Rs 100 Ω
CL 8 fF
Icursor 900 µA
Itap1 140 µA

Table 4.4: Input Parameters

Parameter Value
Common Mode Voltage (Vcm) 600 mV
Vin ac 600 mV
egain 1
Zo 50 Ω

3. Period = 60 ns

4. Rise time = fall time = 35 ps

5. Pulse width = 100 ps

After running the transient simulation, the pulse response before and after

DFE was obtained as shown in figure 4.12. It can be seen that the DFE

knocks down the first post-cursor completely. The pulse before DFE has a

post-cursor value of 0.2 and the pulse after DFE has a post-cursor value of

0.

4.3.3 Transient Analysis

The schematic for transient analysis is the same as the testbench for ac

analysis except the vdc source was replaced with vsource. To simulate the

circuit a PRBS PN10 sequence was chosen with a bit period of 100 ps and

rise/fall time of 35 ps. The transient simulation was run for 105 ns to cover
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Figure 4.10: DFE ac analysis testbench.

Figure 4.11: Frequency response of equalizers.

1000 random bits. The effect of random jitter was modeled by using an ideal

clock with an rms random jitter value of 5 ps. The eye-diagrams (2 UI) for

input, channel output, CTLE output and DFE summer node were obtained.

They are shown in figures 4.13, 4.14, 4.15 and 4.16. Table 4.5 summarizes

the results of the eye before and after equalization.

From the table one can observe that the CTLE and DFE combination

results in 4.7X increase in vertical eye opening, 1.54X increase in horizontal

eye opening, 3X decrease in peak-to-peak jitter and 12.5 dB improvment

in SNR. The DFE alone causes a 1.8X increase in vertical eye height, 1.2X

ps decrease in jitter and 4 dB improvement in SNR. The average power
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Figure 4.12: Pulse response at DFE input (red) and summer node (blue).

Table 4.5: DFE eye-diagram Results summary

Parameter After Channel After CTLE After DFE
Mean One Level µ1 296 mV 305 mV 353 mV
Standard Deviation One Level σ1 104 mV 49 mV 40 mV
Mean Zero Level µ0 -335 mV -350 mV -412 mV
Standard Deviation Zero Level σ0 162 mV 56 mV 36 mV
Vertical Eye Opening 140 mV 367 mV 660 mV
Horizontal Eye Opening 54 ps 82.5 ps 83.5 ps
Jitter (pk-pk) 48 ps 19.2 ps 16.4 ps
SNR (dB) 7.5 15.9 20
BER 8.8E-03 2.3E-10 6.26E-24

consumption of the overall circuit was observed to be 3.3 mW. The CTLE

eases the requirements on DFE by knocking down most of the post cursors. In

table 4.5 one should note that the SNR and BER values are an overestimation

because the transient analysis was run for only 1000 bits. The statistical

formulas used to derive SNR and BER from the eye-diagram are given in

equations 4.10 and 4.11.

SNR (V/V ) =
µ1 − µ0

σ1 − σ0
(4.10)

BER = 0.5erfc(
SNR√

2
) (4.11)
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Figure 4.13: Eye-diagram of channel input.

Figure 4.14: Eye-diagram of channel output.

4.3.4 Effect of Tap Current on the Eye

The tap currents of the DFE determine the amount of post-cursor cancella-

tion. Figure 4.17 shows that if the tap current is less than the optimum value

then the signal is under-equalized and if it is greater than the optimum value

then the signal is over-equalized. In both the cases the vertical-opening of

the eye sees a reduction. The horizontal-opening did not get affected much.
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Figure 4.15: Eye-diagram of CTLE output.

Figure 4.16: Eye-diagram of DFE summer node.

4.3.5 Effect of Clock Random Jitter on DFE

To observe the effect of random-jitter in the receiver clock, the Random

Jitter (RJ) field of the clock source was parametrically swept from 0 ps

to 25 ps. The results are shown in figure 4.18. One can observe from figure

4.18 that the DFE designed in this thesis works optimally until the rms jitter
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(a) Vertical eye-opening (b) Horizontal eye-opening

Figure 4.17: Effect of itap variation on the eye-diagram parameters.

value of the receiver clock hits about 7.5 ps. After 7.5 ps the eye width and

height start decreasing rapidly. Typically the rms random jitter tolerance for

the receiver clock is set to be less than 0.1 of the UI which in this case will

be less than 10 ps.

(a) Vertical eye-opening (b) Horizontal eye-opening

Figure 4.18: Effect of random jitter on the eye-diagram parameters.
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CHAPTER 5

CONCLUSION

5.1 Summary

This thesis extends the work in [10] to build and simulate a complete receiver

equalizer in 65 nm CMOS technology. The focus of [10] was on behavioral

modelling of feed-forward equalizers in the TX path and transistor implemen-

tation of CTLE in RX path for a 6 Gbps link. In this thesis, a conventional

CTLE and a full-rate 1 tap conventional DFE are implemented for a 10 Gbps

USB 3.1 link model. The combined CTLE and DFE architecture achieved a

4.7X increase in vertical eye opening, 1.54X increase in horizontal eye open-

ing, 3X decrease in peak-to-peak jitter and 12.5 dB improvement in SNR

with a power consumption was of 3.3 mW. There is an immense scope for

improvement in the architecture from the perspective of power consumption

and eye-opening. With the increasing push for higher-data rates, lower power

consumption especially for mobile devices is very critical. As for eye-opening,

the DFE topology in this thesis implements a conventional current-summer

which has a low-voltage swing and uses a slow slicer that makes it diffi-

cult to close the first feedback loop. With the increasing number of taps,

the current topology is likely to break. To solve the voltage swing issue, a

current-integrating summer can be used. To improve the speed of the slicer,

an optimized RS latch [11] with a strong-arm latch can be used.

5.2 Future Work

The focus of this thesis was purely on receiver equalizers. No provision was

made to cancel out the pre-cursors of the data bits. To improve the overall

eye opening of the entire USB 3.1 link used in this thesis, a transistor-level
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Figure 5.1: Conceptual representation of an adaptive DFE. adapted from
[12].

FFE also needs to be implemented. The DFE in this thesis relied on an ideal

clock with an artificially induced random jitter. In an actual serial-link, the

correct sampling time and receiver clock are extracted from the CDR circuit.

Hence to correctly model the non-idealities in a high-speed link, a 5 GHz low-

jitter CDR circuit needs to be designed. There is also a scope for making

the DFE adaptive. After the tape-out, the channel characteristics can vary

under PVT variations. In addition, new parasitics are also introduced that

are not modeled well in simulation tools. In such a case an adaptive DFE

makes the optimal equalizer. A generic block diagram of an adaptive DFE is

shown in figure 5.1 where e[n] represents the error between the digital slicer

output and eye-performance. The eye-monitor block digitizes the eye voltage

and the update block processes the error term on the basis of a particular

adaptive algorithm to adjust the tap currents. Figure 10 in [12] provides one

such implementation.

There are many algorithms to implement the adaptive block of the DFE.
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However, they are all implemented in digital domain, hence they necessitate

the use of ADCs. One of the most popular algorithms is the least mean

squares (LMS). The LMS algorithm aims to minimize the error coefficient ek

in equation 5.1 [13].

cj,k+1 = cj,k + hekdk−j (5.1)

where ck is the tap coefficient in step k of the DFE and dk−j is the output

of slicer. The LMS algorithm is difficult to implement because it needs the

values of ek and dk which are extracted from ADCs. An alternate algorithm

called sign-sign LMS (SS-LMS) provides faster convergence. It relies only

on sign of ek and dk which can be extracted using comparators. Interested

readers can refer to figure 10 in [13] to for more details on implementation.

The LMS based algorithms typically rely on a training sequence to obtain

correct sampling points. However, in [14] it has been shown that conver-

gence in LMS is achievable without using training sequence. There are other

adaptive DFE architectures than LMS such as Eye-opening adaptive DFE,

Jitter based adaptive DFE and Blind ADC based adaptive DFE that offer

faster convergence and greater control over the eye. Readers are encouraged

to refer to [13] and [12] for further information.
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