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ABSTRACT

X-parameters,∗ the nonlinear extension of scattering parameters, have been

shown to have a wide array of applications in the modeling of nonlinear de-

vices and systems. In this dissertation, the use of X-parameters is extended

to signal integrity applications, particularly to the modeling of input/output

buffers. These input/output buffers are the nonlinear terminations of the

high-speed links that the signal integrity engineer is tasked with designing

and optimizing. Brief treatments of the X-parameter formalism, the har-

monic balance simulation method, the latency insertion method, and the

Input/Output Buffer Information Specification (IBIS) are provided as back-

ground information along with some examples of how X-parameters are gen-

erated via simulation and measurement and used in simulation. Two pro-

cesses for using X-parameters for signal integrity purposes, lim2x and x2ibis,

are described and analyzed in detail.

The process lim2x uses the latency insertion method to perform a transient

simulation of a given circuit with specific port stimuli and terminations.

It then uses Fourier analysis to extract X-parameters from the simulation

results. This process leverages the linear numerical complexity of the latency

insertion method to provide a viable X-parameter generation platform that

is well-suited for very large, high-frequency circuits, particularly those which

are seen in input/output buffers. The lim2x process is demonstrated on a

simple buffer circuit. The X-parameters generated from it are compared to

those generated with harmonic balance and are shown to be in excellent

agreement.

IBIS models are the current standard for modeling input/output buffer

circuits. The process x2ibis uses X-parameter models to generate the current-

voltage and voltage-time tables used in an IBIS file. This process shows that

properly generated X-parameter models contain the information needed to

∗“X-parameters” is a registered trademark of Agilent Technologies.
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describe the behavior of an input/output buffer. Results are compared with

those of another method of IBIS model generation.
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CHAPTER 1

INTRODUCTION

“There are two kinds of engineers, those that have signal integrity problems

and those that will.” -Eric Bogatin [1]

1.1 Motivation

Signal integrity is the field of electrical engineering concerned with the ac-

curate transmission of data from one source to another through an intercon-

nect. The classic interconnect of interest in signal integrity, the high-speed

link, is shown in Fig. 1.1. The high-speed link is composed of a nonlinear

transmitter buffer circuit with packaging and a connector, a channel that

consists of some type of transmission line and connection, and a nonlinear

receiver buffer circuit with packaging and a connector. The purpose of a

high-speed link is to transmit a signal from one circuit to another at a very

fast rate with maximum accuracy. The transmitter circuit takes as its input

a digital waveform containing information bits in the form of high and low

voltages, and it launches an electromagnetic wave encoded with these bits

onto the channel. This wave propagates down the channel until it reaches the

receiver. The receiver decodes the received electromagnetic wave to recover

the transmitted information bits, which can then be used by the rest of the

receiver’s circuit.

With the rapid increase in computer processing power, a similar growth is

occurring in the data transmission speeds of input and output (I/O) buffer

circuits. This reality has taken signal integrity from being solely a system-

level integration problem to being also a microwave engineering problem.

As transmission speeds increase, the waveforms which contain the encoded

data begin to contain spectral content at microwave frequencies. This high-

frequency content, as it propagates through the channel, suffers from dis-
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tortion effects that are typical at microwave frequencies such as dispersion,

loss, crosstalk, jitter, and noise. Consequently, the waveforms sent by the

transmitter are distorted when they arrive at the receiver. Dispersion is the

phenomenon by which different frequency components of a signal propagate

through a medium at different velocities. Loss is the attenuation, or drop in

magnitude, that occurs to a signal as it propagates through a lossy medium

[2]. Both of these effects tend to become more significant when frequency

increases. When the microwave energy from one link couples to another due

to mutual inductance or mutual capacitance, there is said to be crosstalk

between the two links. Often, this coupling is an undesirable effect, but it

can be leveraged to improve the performance of the total coupled line system

[3]. Jitter is the deviation in time of a signal timing event, such as a bit

transition, from its ideal time whereas noise is the deviation in amplitude

of a signal from its ideal value [4]. Jitter is time uncertainty and noise is

amplitude uncertainty. Both jitter and noise have many different sources.

See [1] and [4] for excellent introductions into the studies of jitter and noise.

Overall, dispersion, loss, jitter, noise, and crosstalk can severely limit the

maximum rate at which a link can transmit data accurately. These chal-

lenges have motivated the evolution of I/O buffers to include portions which

perform complicated signal processing functions, such as adaptive equaliza-

tion or automatic gain control, in order to compensate for signal distortion

during data transmission. These new I/O buffers are very large, making full

transistor-level simulations of a large number of bits streaming through a

high-speed link intractable.

This problem motivates the need for behavioral models of buffers. These

behavioral models can be used to perform simplified simulations that are

Nonlinear 

Transmitter

Transmitter

Package and 

Connector

Channel Receiver 

Package and 

Connector

Nonlinear 

Receiver

Transmitted 

Bitstream

Received 

Bitstream

Figure 1.1: The high-speed link is composed of a nonlinear transmitter
buffer circuit with packaging and a connector, a channel that consists of
some type of transmission line, and a nonlinear receiver buffer circuit with
packaging and a connector.
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much faster than full transistor-level simulations while still maintaining a

high level of accuracy. Because these buffer circuits are so complicated, the

process of designing them can be incredibly expensive. Hence, it is very im-

portant that any behavioral models of buffers also hide the specific design

of the I/O buffer in order to protect the intellectual property (IP) involved

in the creation of a functioning high-speed I/O. The Input/Output Buffer

Information Specification (IBIS) is the current standard for the behavioral

modeling of I/O buffer circuits [5]. IBIS describes an analog equivalent cir-

cuit that contains a buffer’s DC behavior in both the high and low states and

includes some waveforms describing the circuit’s switching behavior. IBIS

has recently evolved to complement this analog equivalent circuit with an

Algorithmic Modeling Interface (AMI) to capture the effects of the signal

processing techniques used in high-speed buffers, such as equalization, gain

control, and clock/data recovery. The traditional analog IBIS model is also

being patched to include methods of modeling new effects, such as simulta-

neous switching noise (SSN), but there is a desire for a more mathematically

robust solution to these new challenges [6].

Frequency-domain modeling and measurement methods are attractive for

signal integrity purposes because they offer exceptional accuracy, even at

the very high frequencies at which buffers in the near-future will be operat-

ing. The use of scattering parameters, a popular frequency-domain modeling

tool, has proved incredibly effective as a blackbox model of the linear time-

invariant (LTI) components of high-speed links [7]; however, since scattering

parameters are only valid for LTI components or small-signal linearizations of

nonlinear devices, they provide no assistance in behavioral modeling of the

large-signal behavior of nonlinear I/O circuits that compose part of every

high-speed link.

X-parameters∗ [8], a frequency-domain measurement formalism, has been

identified as a potential tool for modeling I/O buffers [9]. The purpose of

this dissertation is to provide an accessible introduction to the X-parameter

formalism and demonstrate its utility in signal integrity applications, partic-

ularly modeling I/O circuits. The X-parameter formalism, the mathemati-

cally correct large-signal superset of the scattering parameter formalism, is a

relation of scattered waves to incident waves based on a linearization of a non-

∗“X-parameters” is a registered trademark of Agilent Technologies.
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linear system around a dynamic large-signal operating point. X-parameters

can be measured with high fidelity using a Nonlinear Vector Network Ana-

lyzer (NVNA) [10]. In particular, the novel contributions in this dissertation

are a process to generate X-parameters using the latency insertion method,

a process to generate IBIS models from X-parameter measurements, and the

use of X-parameters to model the steady-state behavior of a buffer circuit

directly.

1.2 Outline

This dissertation is organized as follows. Chapter 1 provides the motivation

and outline of the dissertation. Chapter 2 is a thorough description of the X-

parameter formalism. Chapter 3 provides background on how X-parameters

are measured and used as well as some actual measurements and examples.

Chapter 4 outlines the signal integrity concepts used in this dissertation,

particularly the latency insertion method (LIM) and IBIS.

In Chapter 5, to begin our objective of adapting X-parameters to the signal

integrity field, we introduce lim2x, a process for generating X-parameters via

simulation based on LIM. LIM is a transient circuit simulation technique that

runs in linear time by taking advantage of the inherent latencies in a high-

frequency circuit [11]. Because of this, it is ideal for solving the very large,

high-frequency I/O buffer circuits simulated in signal integrity problems.

The process lim2x provides an alternative for X-parameter generation in

simulation, which could previously only be done using harmonic balance

(HB), a steady-state circuit simulation technique which is not well-suited

for large, high-frequency circuits. We demonstrate the use of LIM as an

alternative tool for generating X-parameters and show that lim2x provides

results that match those generated from HB.

We next introduce x2ibis, a process in which X-parameter models are

used to generate the current-voltage and voltage-time tables used in an In-

put/Output Buffer Information Specification (IBIS) standard in Chapter 6.

In describing the x2ibis process, we outline both the X-parameter model

generation that captures the DC and switching behavior of the buffer and

the conversion of these models to the tables in an IBIS file in detail. We

also validate our results through comparisons with those of other methods of

4



IBIS model generation. This process demonstrates that X-parameter models

contain much of the important information conveyed in an IBIS model. Last,

in Chapter 7, we provide a discussion on the use of X-parameters for signal

integrity applications as well as some ideas for future work.
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CHAPTER 2

X-PARAMETER FORMALISM

In this chapter, we provide a summary of the underlying theory behind

the X-parameter formalism through mathematical development and a few

insightful examples garnered from the literature. We adopt our notation,

along with many useful insights, from the definitive textbook written on X-

parameters by Root, Verspecht, Horn, and Marcu [12]. This is an excellent

and comprehensive source that should be a large part of any in-depth study

of X-parameters. Here we merely provide an introduction to the X-parameter

formalism and an overview of the concepts needed to understand some of its

less-intuitive aspects.

The discussion begins with a basic description of linear time-invariant elec-

trical networks extending through to the scattering parameter formalism. At

that point, we loosen the linear requirement and analyze the behavior of

weakly nonlinear electrical networks. Because most engineers are so well-

trained and familiar with linear mappings, it can be particularly challenging

for an engineer to consider a nonlinear mapping. Deeply ingrained concepts

like superposition and “frequency in equals frequency out” are no longer

true. However, it is true that the output of many of the memoryless1 non-

linear devices that we encounter can be modeled as a Taylor series [13].

Because superposition is not valid for a nonlinear mapping, the output from

one frequency component in the input depends on all of the other frequency

components in the input. This makes characterizing a nonlinear mapping,

the purpose of measuring X-parameters, very challenging. In order to make

this characterization process feasible, we separate the input to a nonlinear

mapping into a large-signal portion and a small-signal portion. For many of

the applications that microwave engineers are addressing, such as optimizing

the energy efficiency of an amplifier, this large-signal portion is not merely a

1A memoryless device is one for which the current value of the output depends only on
the current value of its inputs and not any past values.
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static bias; rather, it also includes high-frequency components. Our goal, to

simplify the characterization of the nonlinear mapping by linearizing it about

a large signal, is more challenging because our large-signal operating point

is dynamic. To help make this concept more intuitive, we use a canonical

example of a simple nonlinear mapping to contrast the difference between

linearizing around a static large signal and linearizing around a dynamic

large signal. In the process, we show that there is a nonanalytic mapping

of small-signal inputs to their corresponding outputs in the dynamic case,

that is the small-signal output depends on both the small-signal input and

the complex conjugate of the small-signal input. We then demonstrate the

linearization of scattering mappings about a dynamic large signal.

Returning to scattering parameters, we then generalize them to nonlinear

scattering mappings that have an input composed of a single sinusoid in order

to develop the single large-tone X-parameter formalism. We establish the

concept of a pseudowave, a harmonic component of a power wave composed

of sinusoids that are commensurate, or harmonically related. This leads us

to the definition of cross-frequency phase and a study of the time-invariance

of nonlinear scattering mappings of pseudowaves. We then use this time-

invariant property to simplify the scattering mapping by establishing the

phase of the largest input pseudowave as a reference phase.

At this point, we define a conceptually simple X-parameter that strongly

depends on all of the incident pseudowaves in the system. While easy to

understand, this X-parameter is extremely cumbersome to characterize be-

cause it must be evaluated for every different magnitude and phase of each

of the input pseudowaves present in the system. In order to simplify this X-

parameter into something more manageable, we use the concepts established

prior to separate the large-signal input pseudowaves from the small-signal

input pseudowaves and linearize the small-signal behavior about that of the

large-signal response. This leads us to the single large-tone X-parameter for-

malism in its fullness. From here, we discuss the process of extracting the

X-parameters from measurements, using our canonical nonlinear function

example from before.

7
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Figure 2.1: Example two-port electrical network with input and output
currents, voltages, incident waves, and scattered waves denoted. The
characteristic impedance of the measurement system is ZC .

2.1 Linear Time-Invariant Electrical Networks

The field of network analysis is rich and there are many excellent resources

available as references, particularly [13], [14], and [15], so we will only touch

briefly on the most relevant points. A two-port network is shown in Fig. 2.1.

The most natural way to define a linear time-invariant electrical network is

to relate the currents and voltages of the network. When currents are the

independent variables, we define an impedance matrix Z such that

[
V1

V2

]
=

[
Z11 Z12

Z21 Z22

]
︸ ︷︷ ︸

Z

[
I1

I2

]
(2.1)

where

Zba =
Vb
Ia

∣∣∣∣
Ic=0 ∀ c6=a

. (2.2)

So each Z term is determined by taking a ratio of voltage to current with

every other port except port a left open. Leaving these other ports, denoted

by c, open forces Ic = 0 for all but port a, eliminating them from (2.1). This

drastically simplifies the equation and makes the goal of determining Zba triv-

ial. When voltages are the independent variables, we define an admittance

8



matrix Y such that

[
I1

I2

]
=

[
Y11 Y12

Y21 Y22

]
︸ ︷︷ ︸

Y

[
V1

V2

]
(2.3)

where

Yba =
Ib
Va

∣∣∣∣
Vc=0∀ c 6=a

. (2.4)

So each Y term is determined by taking a ratio of current to voltage with

every port except port a shorted. Shorting these other ports, denoted by

c, forces Vc = 0 for all but port a, eliminating them from (2.3). Again,

this drastically simplifies the equation and makes the goal of determining Yba

trivial.

Impedance and admittance parameters cannot be effectively measured at

microwave frequencies; rather, scattering parameters provide the best way

to characterize a linear time-invariant network at microwave frequencies for

multiple reasons. First, reference impedances like 50 ohms are possible to

manufacture over a broad frequency range even at these microwave frequen-

cies (unlike shorts and opens). Second, terminating microwave circuits with

shorts or opens often causes their outputs to become unstable, which is very

undesirable. The scattering matrix provides a complete description of the

network as seen at its ports, just like Z and Y parameters, but while the

impedance and admittance matrices relate the total voltages and currents at

the ports, the scattering matrix relates the voltage traveling waves incident

on the ports to those scattered from the ports

Aa =
(Va + ZCIa)

2
√
ZC

(2.5a)

Ba =
(Va − ZCIa)

2
√
ZC

. (2.5b)

Essentially, scattering parameters are a linear transformation of impedance

or admittance parameters with incident waves as the independent variables

9



and scattered waves as the dependent variables[
B1

B2

]
=

[
S11 S12

S21 S22

][
A1

A2

]
. (2.6)

In addition, these scattering parameters can be measured directly with the

use of a vector network analyzer. For a thorough description of the operation

and calibration of a vector network analyzer, see [15].

2.2 Linearization of Nonlinear Mappings

At this point, we divert from the primary focus of this chapter, nonlinear

scattering mappings, to discuss in general the concept of a nonlinear map-

ping and the linearization commonly performed on nonlinear mappings to

reduce their complexity to something manageable. We do so in order to mo-

tivate the idea of a linearization about a non-static operating point and to

show how this leads to a mixing between the large-signal portion and the

small-signal portion, both of which are frequency-dependent. This mixing

results in the positive and negative frequency portions of the small signal

being treated differently in the nonlinear mapping that is linearized about a

dynamic operating point. This disparate treatment of positive and negative

frequency portions means that the linearized mapping is nonanalytic. Thus

the output depends on both the complex phasor of the small signal and its

complex conjugate, as we will demonstrate.

The scattering parameter formalism only applies in small-signal, linear

time-invariant conditions or those that can be approximated as such. The

general form of Y , which is the result of a nonlinear mapping f of the input

X is

Y = f(X). (2.7)

The relationship in (2.7) can be very complicated and thus challenging to

characterize or implement. In order to simplify the nonlinear mapping, we

often decompose the input X into a large static term X0 and a time-varying,

zero-mean term x, which is much smaller. This leads to a similar decompo-

sition of the output Y = Y0 + y, where Y0 = f(X0) and y is the perturbation

of the output due to the addition of x. From here, we use a Taylor series

10



expansion of Y at the point X0

Y = f(X0) + x
df

dX

∣∣∣∣
X=X0

+
1

2
x2 d2f

dX2

∣∣∣∣
X=X0

+ . . .+
1

n!
xn

dnf

dXn

∣∣∣∣
X=X0

(2.8)

to find the part of the output perturbation resulting from the time-varying

part of the input to be2

y = Y − Y0 = k1x+ k2x
2 + k3x

3 + . . . (2.9)

where ki = 1
i!
dif
dxi

∣∣∣
X=X0

.

2.3 Properties of Weakly Nonlinear Systems with

Large-Signal Bias

Of interest to us in this section are weakly nonlinear time-invariant devices.

A weakly nonlinear time-invariant device is one whose output signals are a

stable, single-valued, and continuous function of the input signals around

the large-signal operating point. An example function of a weakly nonlinear

device is shown in (2.10) where the output Y is defined as a cubic polynomial

function of the input X

Y = f(X) = k1X + k2X
2 + k3X

3. (2.10)

When we input X(t) = A1 cos(ω1t)+A2 cos(ω2t) into (2.10), where ωi = 2πfi

for each value of i, the output Y (t) contains only spectral components at

frequencies which are linear combinations with integer coefficients of f1 and

f2 as given by [13]

fout = nf1 +mf2 (2.11)

for integer values of n and m. Frequency components of a signal output of the

form nf1 and mf2 are referred to as harmonics of f1 and f2 respectively. The

outputs where both m and n are non-zero are referred to as intermodulation

2Note that the expression in (2.9) is not time-invariant. Expressions of this nature are
only used in this dissertation for the purpose of explanation of other concepts not related
to time-invariance, so we ignore this concern for the sake of simplicity. A similar expression
to (2.9) that is time-invariant is y = k1x + k2|x|x + k3|x2|x + . . .. This expression can be
substituted where desired.
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products. As we develop our discussion of weakly nonlinear time-invariant

devices, we will use (2.10) as a canonical function representing a static alge-

braic nonlinearity to demonstrate the output for varying inputs, borrowing

heavily from the discussion in [16]. These examples will allow us to build

toward an understanding of the nonanalytic property of the small-signal por-

tion of the X-parameter formalism and how X-parameters are extracted in

modern measurement systems. We will also demonstrate how the outputs of

these systems contain spectral components at harmonics of the frequencies

present in the input signals.

The first example will consider an input signal X(t) = X0(t) + x(t), com-

posed of a real DC component and a small tone at frequency f = ω/2π,

X0(t) = A0 (2.12)

x(t) =
δejωt + δ∗e−jωt

2
= |δ| cos(ωt+ arg(δ)) (2.13)

where A0 is a purely real number and δ is a small complex phasor which

allows for x(t) to have an arbitrary phase. This case is pictured in Fig. 2.2.

We approximate y(t), the linearized response to x(t), to be

y(t) = Y (t)− Y0(t) = f(X0(t) + x(t))− f(X0(t))

≈ f ′(X0(t))x(t)
(2.14)

where the approximations become exact as x(t) → 0. Evaluating f ′(X0(t))

at X0 = A0 yields

f ′(A0) = k1 + 2k2A0 + 3k3A
2
0. (2.15)

When we substitute (2.15) into (2.14), we obtain

y(t) = (k1 + 2k2A0 + 3k3A
2
0)

(
δejωt + δ∗e−jωt

2

)
. (2.16)

Observe the coefficient of ejωt, which is the complex Fourier coefficient of the

output at ω, ŷ(ω),

ŷ(ω) =

(
k1 + 2k2A0 + 3k3A

2
0

2

)
δ. (2.17)

Of importance here is the fact that (2.17) is linear with respect to δ, the

original magnitude of the input at ejωt. Equation (2.17) depends nonlinearly

12
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Figure 2.2: A linearization with respect to a DC operating point. There is a
linear relationship between the small-signal input and the small-signal
output.

on the DC operating point, A0, but it is linear with respect to the small-signal

phase δ. This is the case we encounter when we are measuring small-signal

scattering parameters of an amplifier about a DC bias.

Our second example, depicted in Fig. 2.3, adds a large, periodically time-
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Figure 2.3: A linearization with respect to a large-signal operating point.
Both the large-signal output and the small signal output contain harmonics.

varying signal to X0(t)

X0(t) = A0 + A1 cos(ωt) (2.18)

x(t) =
δejωt + δ∗e−jωt

2
= |δ| cos(ωt+ arg(δ)). (2.19)

From this, we now find f ′(X0(t)) at X0(t) = A0 + A1 cos(ωt) equal to

14



f ′(A0 + A1 cos(ωt)) =

(
k1 + 2k2A0 + 3k3A

2
0 +

3

2
k3A

2
1

)
+ (2k2A1 + 6k3A0A1) cos(ωt)

+

(
3

2
k3A

2
1

)
cos(2ωt) (2.20)

using the trigonometric identity

cos2(ωt) =
1

2
+

cos(2ωt)

2
.

Inserting (2.20) into (2.14), we obtain

y(t) =
[(
k1 + 2k2A0 + 3k3A

2
0 + 3

2
k3A

2
1

)
+ (2k2A1 + 6k3A0A1)

(
ejωt+e−jωt

2

)
+3

2
k3A

2
1

(
ej2ωt+e−j2ωt

2

)]
×
(
δejωt+δ∗e−jωt

2

)
.

(2.21)

Grouping terms by frequency component this becomes

y(t) = (βδ + βδ∗) + (αδ + γδ∗) ejωt + (γδ + αδ∗) e−jωt

+ (βδ) ej2ωt + (βδ∗) e−j2ωt + (γδ) ej3ωt + (γδ∗) e−j3ωt
(2.22)

where α = 1
2
k1 +k2A0 + 3

2
k3A

2
0 + 3

4
k3A

2
1, β = 1

2
k2A1 + 3

4
k3A

2
0, and γ = 3

8
k3A

2
1.

Again, observe the coefficient of ejωt, which is the complex Fourier coeffi-

cient of the output at ω, ŷ(ω),

ŷ(ω) =

(
1

2
k1 + k2A0 +

3

2
k3A

2
0 +

3

4
k3A

2
1

)
δ +

(
3

8
k3A

2
1

)
δ∗. (2.23)

Notice how because (2.20) is a function of ω, the ω and −ω portions of (2.19)

mix differently with (2.20) so that the contribution at ω of the output depends

on both the input contribution at ω and the input contribution at −ω. This

means that the linearization of this weakly nonlinear mapping around X0, a

time-varying operating point composed of a large tone, is nonanalytic. For

the mapping between the small-signal output and the small-signal input to

be analytic, (2.23) would depend only on δ, not both δ and δ∗. Essentially,

this means the magnitude and phase of the output at ω is a function of the

phase relationship between the large-signal biasing tone and the small-signal

perturbation tone. This leads to the small-signal output being the sum of a

linear mapping of δ and a linear mapping of δ∗.
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It is important to note that when A1 → 0, the large-signal biasing tone

disappears and this case collapses into the previous one as the term containing

δ∗ disappears. Also of note are the (generally nonanalytic) contributions in

the output at other harmonics that resulted from the single-frequency input.

In the case of a higher-order nonlinearity (perhaps an amplifier driven harder

into saturation) and a small-signal input at a harmonic of ω, other output

frequencies will have contributions from both δ and δ∗.

Here we have established that a linearization of a nonlinear mapping about

a large-signal dynamic operating point results in the sum of a simpler non-

linear mapping of the large-signal input, a linear mapping of the complex

phasor of the small-signal portion, and a linear mapping of the complex con-

jugate of the complex phase of the small-signal portion. Armed with this

concept, we reapproach the same idea in the context of nonlinear scatter-

ing mappings. We will then use this technique in the development of the

X-parameter formalism.

2.4 Linearization of Nonlinear Scattering Mappings

In this section, we perform a linearization of a nonlinear time-invariant

scattering mapping. This model simplifies a complicated and difficult to

characterize nonlinear mapping into a nonlinear mapping of fewer variables

plus a linear mapping of the remaining variables plus a linear mapping of

the complex conjugate of these remaining variables. If these remaining vari-

ables are small, this linear approximation is valid. We begin this analysis by

defining a nonlinear time-invariant scattering mapping F

B = F(A) (2.24)

where A and B are vectors containing the wave coefficients of the large-

signal incident and reflected waves as defined in (2.5a) and (2.5b) for all

of the different frequency components present in the system. Each wave

port may have an arbitrary complex impedance, but in most systems this

impedance is real.

When we linearize the system in (2.24) around a stable single-valued and

continuous operating point of F , A = A0 + a and B = B0 + b. B0 is the
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large-signal steady-state response to the large-signal steady-state excitation

A0 and b is the response to a small excitation signal a superimposed on A0.

As shown in the previous example, this mapping is generally nonanalytic

so there is no direct matrix relationship between b and a. However, when

the elements of a and b are small, we can split them into their real and

imaginary parts and approximate their relationships to one another with the

Jacobian J of F , evaluated at A0 and B0. This yields[
Re(b)

Im(b)

]
≈ J

[
Re(a)

Im(a)

]
≡

[
Jrr Jri

Jir Jii

][
Re(a)

Im(a)

]
(2.25)

where a complex number X = Re(X) + jIm(X) and the approximation is

only valid when all of the elements of a are small. The elements of J are

defined as

Jrr =
∂Re(F(A))

∂Re(A)

∣∣∣∣A=A0
F(A)=B0

(2.26a)

Jri =
∂Re(F(A))

∂Im(A)

∣∣∣∣A=A0
F(A)=B0

(2.26b)

Jir =
∂Im(F(A))

∂Re(A)

∣∣∣∣A=A0
F(A)=B0

(2.26c)

Jii =
∂Im(F(A))

∂Im(A)

∣∣∣∣A=A0
F(A)=B0

. (2.26d)

Next, we define S and T as

S =
1

2
(Jrr + Jii + j(Jir − Jri)) (2.27a)

T =
1

2
(Jrr − Jii + j(Jir + Jri)) (2.27b)

so that (2.25) becomes

b ≈ Sa + Ta∗ (2.28)

17



and the total response B is approximated

B = B0 + b

= F(A)

= F(A0 + a)

≈ F(A0) + Sa + Ta∗.

(2.29)

This analysis has been for the case where the phase of A0 is defined to

be zero. This is not an issue when we are working with a single large signal

that can be designated as a universal time reference for the system, but for

paradigms when there are two or more large tones, this is not sufficient. To

generalize this, we note that we can relate the complex frequency-domain

vectors of wave coefficients A(t), B(t), A0(t), B0(t), a(t), or b(t) at time t

to A(t0), B(t0), A0(t0), B0(t0), a(t0), or b(t0) at time t0 with

X(t) = e−jΩ(t−t0)X(t0) (2.30)

where any of X can represent any of A, B, A0, B0, a, or b and Ω is a

diagonal matrix containing the angular frequencies of each of the elements

of X. Applying (2.30) in (2.24) yields

F(A(t)) = e−jΩ(t−t0)F(A(t0)) (2.31)

which is consistent with our definition of F as a time-invariant mapping.

Using (2.30) in (2.28), we find that

e−jΩ(t−t0)b(t0) ≈ S(t)e−jΩ(t−t0)a(t0) + T(t)(e−jΩ(t−t0)a(t0))∗ (2.32)

from which we can solve for S(t) and T(t) in terms of S(t0) and T(t0)

S(t) = e−jΩ(t−t0)S(t0)e+jΩ(t−t0) (2.33)

and

T(t) = e−jΩ(t−t0)T(t0)e−jΩ(t−t0). (2.34)

All together, these formulas allow us to change our time reference to any

arbitrary value.
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2.5 Nonlinear Scattering Mappings of Pseudowaves

Having shown the linearization of a general large-signal scattering map-

ping, we return now to our scattering parameters from Sec. 2.1, rewriting

(2.6) as

b1 = S11a1 + S12a2 (2.35)

b2 = S21a1 + S22a2. (2.36)

Because this system is linear, the different frequency content in the incident

and scattered waves can be separated from each other and analyzed indi-

vidually. Thus, without loss of generality, a1 and a2 can be said to contain

spectral content at only one frequency. The same can be said of b1 and b2.

Loosening the linear constraint and generalizing to N ports, (2.35) and (2.36)

become

b1 = F1 (a1, a2, . . . , aN) (2.37)

b2 = F2 (a1, a2, . . . , aN) (2.38)
...

bN = FN (a1, a2, . . . , aN) (2.39)

where F1, F2, . . ., FN are some nonlinear time-invariant mappings of the

incident waves at each of the N ports. Loosening the linear constraint carries

with it the consequence that a1, a2, . . ., aN , b1, b2, and bN can no longer be

treated as being made up of a single sinusoid, as the analysis in Sec. 2.3

implies. For the sake of simplicity, we will assume that the incident wave at

port 1 is a sinusoid of frequency f1 expressed as3

a1(t) = |A1,1| cos(2πf1t+ arg(A1,1)) = <
{
A1,1 · ej2πf1t

}
(2.40)

where A1,1 is a complex number [12]. From here it follows that all of the

energy in the system will be at frequency fk = kf1 where k is a positive

3It is not necessary that the incident wave at port 1 be composed of a single sinusoid.
For the one-large-tone X-parameter formalism, we only require that the steady-state por-
tion of a1 be made up of harmonically related sinusoids, as we also do for the other power
waves. For X-parameter formalisms of more than one large tone, even this constraint is
lifted.
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integer or zero. Hence, the incident wave at port q and the scattered wave

at port p can be written as

aq(t) =
K∑
l=1

|Aq,l| cos (2πlf1t+ arg(Aq,l)) (2.41)

bp(t) =
K∑
k=1

|Bp,k| cos (2πkf1t+ arg(Bp,k)) (2.42)

where K is the total number of harmonics that are considered to be non-

negligible in the system. As such, we can fully represent aq(t) by its Fourier

coefficients Aq,l for each l and bp(t) by its Fourier coefficients Bp,k for each k.

Separating (2.37) into these individual Fourier components yields

Bp,k = Fp,k (A1,1, A1,2, . . . , A1,K , A2,1, A2,2, . . . , A2,K , . . . , AN,1, AN,2, . . . , AN,K)

(2.43)

for p = 1, . . . , N and k = 1, . . . , K. Bp,k is sometimes referred to as the

scattered pseudowave at the kth harmonic of port p; correspondingly, Aq,l is

the incident pseudowave at the l harmonic of port q. It should be noted that

the scattering parameters mentioned in (2.35) and (2.36) and the nonlinear

mapping described in (2.43) both depend on all of the DC voltage or current

biases at all of the ports of the device being measured. The incident waves

can also produce DC content, but we have omitted all DC behavior for the

sake of simplicity. See [12] for a similar analysis that includes the effects of

the DC behavior.

2.6 Commensurate Signals and Cross-Frequency

Phases

One of the potential issues associated with (2.43) is that it implies a phase

relationship between phasors that are at different frequencies (for example,

B2,2 and A1,1). This cross-frequency phase relationship is well-defined pro-

vided that the sinusoids the phasors represent are commensurate, meaning

that each sinusoid has frequency fl = lf1 for some positive integer l where f1

is the fundamental frequency of the set. When a set of sinusoids is commen-

surate, as is the case for the analysis in Sec. 2.5, all of these sinusoids repeat
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with the period of f1. Hence, since all the signals in a commensurate set

have a common period, the cross-frequency phase of a signal in the set can

be defined to be its phase at the point where the phase of the fundamental

frequency component is equal to zero. Therefore, the fundamental provides

a common reference for all of the higher-order harmonics. Because of this

common reference, the phase of all the phasors in the system can be consis-

tently defined and a time-domain reconstruction can be made as shown in

(2.41) and (2.42) [12].

2.7 Time-Invariance of Nonlinear Scattering Mappings

of Pseudowaves

As mentioned before, the nonlinear scattering mapping in (2.43) is time-

invariant. This means that if the inputs are all delayed by τ seconds, the

outputs will be the same as the output would have been for non-delayed

inputs, only delayed by the same τ seconds.

In terms of the frequency domain, this delay is a phase shift. The actual

time delay is the same for every frequency component, but in terms of phase,

this constant time delay is different for each frequency. A delay of τ seconds

is twice the phase delay for the second harmonic as it is for the fundamental;

further, it is k times the phase delay for the kth harmonic as it is for the

fundamental. Therefore, because the nonlinear mapping Fp,k from (2.43) is

time-invariant, it must satisfy this property

Fp,k

(
A1,1e

jθ, A1,2(ejθ)
2
, . . . , A1,K(ejθ)

K
, . . .

)
= Fp,k (A1,1, A1,2, . . . , A1,K , . . .) (ejθ)k (2.44)

for real values of θ [12]. Note how each element was shifted by the same

time, resulting in the output being shifted by the same time as well. This

property is particularly useful because it allows us to separate the magnitude

and phase dependence of one of the arguments in the mapping in (2.43) by

making the phase shift equal to the inverse of that argument’s phase. We do

so for A1,1, the fundamental frequency term at port 1, by setting θ in (2.44)
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equal to − arg(A1,1) to give

Fp,k

(
|A1,1| , A1,2(e−j arg(A1,1))

2
, . . . , A1,K(e−j arg(A1,1))

K
, . . .

)
= Fp,k (A1,1, A1,2, . . . , A1,K , . . .) (e−j arg(A1,1))k (2.45)

since |A1,1| = A1,1e
−j arg(A1,1). The convention is to define a variable P such

that

P = ej arg(A1,1) (2.46)

and (2.45) becomes

Fp,k (A1,1, A1,2, . . . , A1,K , . . .)

= Fp,k
(
|A1,1| , A1,2P

−2, . . . , A1,KP
−K , . . .

)
P k. (2.47)

Taking the dependence of the phase of A1,1 out of the argument of Fp,k

reduces the overall dimensionality of the space over which Fp,k needs to be

characterized.

2.8 Single Large-Tone X-Parameter Power Wave

Relationship

We can now define a generalized X-parameter of type FB as

X
(FB)
p,k

(
|A1,1| , A1,2P

−2, . . . , A1,KP
−K , . . .

)
=
Fp,k (A1,1, A1,2, . . . , A1,K , . . .)

P k
. (2.48)

This makes (2.43)

Bp,k = X
(FB)
p,k

(
|A1,1| , A1,2P

−2, . . . , A1,KP
−K , . . .

)
P k. (2.49)

This is the conceptually simplest set of X-parameters, one for which the

X-parameter terms of type FB depend on the magnitude of A1,1 and the

magnitude and phase of all of the other incident pseudowaves [12]. Gener-

ally, these are difficult to characterize. This characterization would involve

measuring the X
(FB)
p,k parameter at every desired permutation of magnitude

and phase of every combination of incident port and harmonic. While this
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might be tractable for two ports and three harmonics, it rapidly becomes

unwieldy for larger numbers. The reality of most applications is that all of

the incident pseudowaves except A1,1 are small. Thus, it becomes reasonable

to use an approximation to simplify (2.47) and (2.49) into something more

manageable while sacrificing minimal accuracy.

At this point, we employ the linearization outlined in Sec. 2.4, treating

|A1,1| as the only large incident pseudowave and the other incident pseu-

dowaves as the small signal. We linearize the mapping in (2.47) with respect

to A1,2P
−2, . . . , A1,KP

−K , . . . individually all at (|A1,1| , 0, . . . , 0, . . .), taking

into account the nonanalytic nature of the small-signal response resulting

from this linearization. This builds the approximation

Bp,k = Fp,k
(
|A1,1| , A1,2P

−2, . . . , A1,KP
−K , . . .

)
P k

≈ Fp,k (|A1,1| , 0, . . . , 0, . . .)P k

+

q=N,l=K∑
q=1,l=1
(q,l)6=1

[
∂Fp,k

∂ (Aq,lP−l)

∣∣∣∣
|A1,1|

Aq,lP
k−l +

∂Fp,k
∂ ((Aq,lP−l)

∗)

∣∣∣∣
|A1,1|

Aq,l
∗P k+l

]
(2.50)

which is only valid when A1,2P
−2, . . . , A1,KP

−K , . . . are small. Following the

example from Sec. 2.4, we define these partial derivatives as X-parameters

of type S as

X
(S)
p,k;q,l ≡

∂Fp,k
∂ (Aq,lP−l)

∣∣∣∣
|A1,1|

=
∂Fp,k
∂ (Aq,l)

∣∣∣∣
|A1,1|

P l (2.51)

and type T as

X
(T )
p,k;q,l ≡

∂Fp,k
∂(Aq,lP−l)

∗

∣∣∣∣
|A1,1|

=
∂Fp,k
∂ (Aq,l

∗)

∣∣∣∣
|A1,1|

P−l. (2.52)

We then define a new X-parameter of type FB for when all the incident

pseudowaves except A1,1 are zero as

X
(FB)
p,k (|A1,1|) = Fp,k (|A1,1|, 0, . . . , 0, . . .) . (2.53)

From incorporating (2.51), (2.52), and (2.53) in (2.50), we arrive at the
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power wave relationship [17]

Bp,k = X
(FB)
p,k (|A1,1| , DC, f) · P k

+

q=N,l=K∑
q=1,l=1
(q,l)6=(1,1)

X
(S)
p,k;q,l(|A1,1| , DC, f) · Aq,l · P k−l

+

q=N,l=K∑
q=1,l=1
(q,l)6=(1,1)

X
(T )
p,k;q,l(|A1,1| , DC, f) · A∗q,l · P k+l (2.54)

where Aq,l is the contribution from the incident wave of the lth harmonic at

port q, A∗q,l is its complex conjugate, and Bp,k is the contribution from the

scattered wave of the kth harmonic at port p. X
(FB)
p,k is a scattering parameter

of type FB that accounts for the contribution from the large-amplitude input

tone at the fundamental frequency, A1,1, to the kth harmonic of port p for a

system in which all the other incident pseudowaves are zero. All the other

incident pseudowaves being equal to zero is equivalent to the system being

perfectly matched at each harmonic at each point. The X-parameter of type

FB has the same units as the scattered and incident waves. X
(S)
p,k;q,l is a

scattering parameter of type S that accounts for the contribution to the kth

harmonic of the scattered wave at port p from the lth harmonic of the incident

wave at port q. X
(T )
p,k;q,l is a scattering parameter of type T that accounts for

the contribution to the kth harmonic of the scattered wave at port p from the

lth harmonic of the conjugate of the incident wave at port q. Intuitively, these

parameters determine the circuit’s sensitivity to mismatch to the system

impedance at the kth harmonic of port p. The X-parameters of types S and

T are ratios of power waves and thus, like traditional scattering parameters,

unitless. DC is the DC voltage or current biasing and f is the fundamental

frequency. We include them here to clarify that all of these parameters

depend on the fundamental frequency and any DC biases in addition to the

magnitude of the input at the fundamental frequency. P = ej·arg(A1,1) is a

pure phase term that compensates for the magnitude-only dependence of

A1,1 on the X-parameters to ensure the time-invariance of the model. N is

the total number of ports and K is the total number of harmonics. These

X-parameters together characterize the nonlinear dynamics of the network of

interest with a large-signal operating point at a particular input fundamental

frequency and power. There are additional X-parameters that model the DC
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Nonlinear

2-Port

Device

Multiple Harmonic Inputs 

with Dominant Fundamental

Each Harmonic Contributes 

to the Others

A1,1           A1,2           A1,3    A2,1           A2,2           A2,3    

B2,1           B2,2           B2,3    B1,1           B1,2           B1,3    

Figure 2.4: The single large-tone X-parameter formalism relates the
scattered waves to the incident waves on the basis of a linearization around
A1,1 such that the harmonics add linearly on top of the large signal
operating point.

biases’ sensitivity to the incident waves, but these are outside the scope of this

dissertation [12]. Note that because X-parameters depend on the large-signal

fundamental input, they are inherently unidirectional. Figure 2.4 provides a

visualization of the single large-tone X-parameter power wave relationship.

2.9 Extraction of X-Parameters from Measurements

Returning to the example device from (2.10) in Sec. 2.3, we would like to

analyze it again within the context of the X-parameter formalism defined in

Sec. 2.8. In the process, we will extend our example to provide some insight

into how X-parameters are measured and extracted in the laboratory.

Revisiting (2.23), the complex output Fourier coefficient at ω, we take the

ratio of it to the complex input Fourier coefficient, x̂(ω) = δ∗, to find

ŷ(ω)

x̂(ω)
=

(
1

2
k1 + k2A0 +

3

2
k3A

2
0 +

3

4
k3A

2
1

)
+

(
3

8
k3A

2
1

)
e−j2 arg(δ). (2.55)

If we consider the input x to be port 1 and the output y to be port 2, (2.55)

is
ŷ(ω)

x̂(ω)
= X

(S)
2,1;1,1 +X

(T )
2,1;1,1

(
e−j2 arg(δ)

)
. (2.56)

Therefore, to isolate the S- and T-parameters, one would have to measure

the value of (2.55) for at least two difference phases of δ. This was the
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original technique for extracting X-parameters from measurements [18], but

the measurement technique has since been simplified to require only one

measurement. We will outline this improved technique [19] by extending this

example.

In order to do so, we replace (2.19) with a slightly more complicated ex-

pression

x(t) =
δej(lω+ε)t + δ∗e−j(lω+ε)t

2
= |δ| cos [(lω + ε) t+ arg(δ)] . (2.57)

This expression allows for the small perturbation tone to be at the lth har-

monic of the large tone with a small frequency offset of ε. With this new

perturbation tone, (2.21) becomes

y(t) =
[(
k1 + 2k2A0 + 3k3A

2
0 + 3

2
k3A

2
1

)
+ (2k2A1 + 6k3A0A1)

(
ejωt+e−jωt

2

)
+3

2
k3A

2
1

(
ej2ωt+e−j2ωt

2

)]
×
[
δej(lω+ε)t+δ∗e−j(lω+ε)t

2

]
.

(2.58)

Expanding this expression using the same α, β, and γ as before, we find

y(t) = αδej(lω+ε)t + αδ∗ej(−lω−ε)t

+βδej[(l+1)ω+ε]t + βδej[(l−1)ω+ε]t

+βδ∗ej[−(l−1)ω−ε]t + βδ∗ej[−(l+1)ω−ε]t

+γδej[(l+2)ω+ε]t + γδej[(l−2)ω+ε]t

+γδ∗ej[−(l−2)ω−ε]t + γδ∗ej[−(l+2)ω−ε]t.

(2.59)

This expression has several interesting properties. First, it is purely real as it

is the product of two purely real expressions. Second, the additional ε term

creates sidebands around integer values of ω in the frequency domain. This

separates the δ and δ∗ terms, making the former the upper sideband and the

latter the lower sideband. This is useful because it prevents the X-parameters

of types S and T from aliasing on top of each other. Therefore, when we set

l = 1, we find that

ŷ(ω + ε)

x̂(ω + ε)
= X

(S)
2,1;1,1 =

1

2
k1 + k2A0 +

3

2
k3A

2
0 +

3

4
k3A

2
1 (2.60)
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Figure 2.5: Plot of X
(S)
2,1;1,1 and X

(T )
2,1;1,1 for k1 = 100, k2 = 0, k3 = −0.01, and

A0 = 0 for multiple values of large-tone input power, A1.

and
ŷ(ω − ε)
x̂(ω + ε)

= X
(T )
2,1;1,1

(
e−j2 arg(δ)

)
=

3

8
k3A

2
1

(
e−j2 arg(δ)

)
. (2.61)

The S- and T-parameters are separated and we only require one measurement

of y(t) to extract both. In addition, the phase of the small-signal can be

arbitrary, provided that we can measure it. Figure 2.5 shows a plot of X
(S)
2,1;1,1

and X
(T )
2,1;1,1 for specific values of the input parameters that reflect an amplifier

with a weak cubic nonlinearity. Note how X
(T )
2,1;1,1 → 0 as A1 → 0. As the

input power of the large tone decreases, the X-parameter formalism collapses

into the small-signal, linear S-parameter formalism because all of the T-

parameters and the cross-frequency terms are proportional to the power of

the large tone.

The large-signal output can be extracted very simply by eliminating the

small-signal input x(t) and examining Y0(t) = f(X0(t)). When X0(t) is
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Figure 2.6: Plot of X
(FB)
2,1 and X

(FB)
2,3 for k1 = 100, k2 = 0, k3 = −0.01, and

A0 = 0 for multiple values of large-tone input power, A1.

specified as in (2.18), the large-signal output is

Y0(t) = k1A0 + k2

(
A0

2 +
A2

1

2

)
+ k3

(
A3

0 +
A0A

2
1

2
+ A0A

2
1

)
+

[
k1A1 + 2k2A0A1 + k3

(
2A2

0A1 + A2
0A1 +

3

4
A3

1

)]
cosωt

+

[
k2
A2

1

2
+ k3

(
A0A

2
1

2
+ A0A

2
1

)]
cos 2ωt

+

(
k3
A3

1

4

)
cos 3ωt (2.62)

which is easily separated into its frequency components. Figure 2.6 shows a

plot of X
(FB)
2,1 and X

(FB)
2,3 for the same parameter values as in Fig. 2.5.
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CHAPTER 3

USING X-PARAMETERS

Since we have developed the single large-tone X-parameter formalism in

Chapter 2, we now explain some practical aspects behind the use of X-

parameters. We begin by describing the process of measuring X-parameters

in the laboratory. We then provide some background on harmonic balance

(HB), the circuit simulation technique used to generate X-parameters in sim-

ulation. HB is also the technique used to generate the steady-state results of

a nonlinear microwave circuit that includes X-parameter models. We next

describe the circuit envelope (CE) simulation technique, which is an exten-

sion of HB. Then we outline the procedure for cascading two two-port X-

parameter blocks together, first providing background on how to cascade

two two-port S-parameter blocks together.

Next, we provide some examples of X-parameter measurements as well as

their use in simulation. The first example involves measuring a power am-

plifier (PA). We begin by plotting various X-parameters of the amplifier and

providing some intuition of their physical meaning. We then demonstrate the

use of a CE simulation to approximate the intermodulation distortion power

values for varying input powers. The next example is the X-parameter mea-

surement of a transmitter with and without an equalization branch. We plot

its large-signal X-parameters for both cases and discuss its level of nonlin-

earity during normal operation. We then show an HB simulation using the

X-parameter model of the buffer with a sinusoidal input that matches the

steady-state output generated from a transient simulation of the transistor-

level model of the buffer with the same input.
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Figure 3.1: Agilent PNA-X. This network analyzer has two microwave
sources and is capable of measuring nonlinear figures of merit such as
intermodulation distortion (IMD) as well as frequency conversion
measurements, such as mixer conversion gain. With the addition of a phase
reference, the PNA-X can be used as an NVNA.

3.1 Laboratory Measurement of X-Parameters

X-parameters can be measured in the laboratory with a nonlinear vector

network analyzer (NVNA) [10]. An NVNA is based on the same form factor

as a PNA-X, a Vector Network Analyzer (VNA) that has two filtered mi-

crowave sources and an internal combiner, pictured in Fig. 3.1. The PNA-X

on its own can use these two microwave sources to measure some nonlinear

device figures of merit such as intermodulation distortion (IMD) or mixer

conversion gain. Because a nonlinear system can no longer rely on the linear

properties of homogeneity and superposition, any accurate measurement of

a nonlinear figure of merit requires absolute power measurements. These ab-

solute power measurements are calibrated with the use of an external power

meter, pictured in Fig. 3.2. All of the nonlinear measurements made with

the PNA-X are scalar because it is unable to capture cross-frequency phase

information.

The additions to a PNA-X that turn it into an NVNA are designed to

solve this problem and allow the device to capture cross-frequency phase re-
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Figure 3.2: This power meter is used to measure the absolute power being
sourced by the PNA-X. Unlike linear PNA-X measurements which leverage
the linear property of homogeneity and measure the ratio of scattered to
incident waves, all nonlinear PNA-X measurements require an amplitude
calibration because these measurements are nonratioed.

lationships between incident and scattered waves [20]. The key addition is a

phase reference repetitive-pulse generator, as pictured in Fig. 3.3. Theoret-

ically, any stable source whose output contains spectral energy at multiple

frequencies can be used as a phase reference [12]. This repetitive-pulse gen-

erator takes in a sinusoid at frequency f and generates an impulse repeating

at that frequency. This time-domain impulse train is an impulse train in the

frequency domain with its impulses at n · f for all integer values of n, having

an appearance similar to the bristles of a comb. Most importantly, the phase

relationship between the different harmonics at the output of the repetitive-

pulse generator is constant versus input drive frequency and power. Thus,

the repetitive-pulse generator can provide a static cross-frequency phase ref-

erence for a variety of measurement scenarios. Other examples of potential

phase references would be devices that take in a sinusoid and output a square

wave, a triangle wave, or a sawtooth wave. The repetitive-pulse generator is

preferred to these other potential phase references because its frequency out-

put spectrum decreases more slowly in magnitude with respect to increasing

output frequency and includes both even and odd harmonics [12].

In the NVNA, a separate signal generator sources two phase reference

repetitive-pulse generators. The input frequency to these repetitive-pulse

generators is planned carefully so that every frequency seen at the output of

the DUT—harmonics, intermods, mixing products, etc.—will have a corre-

sponding harmonic component at the same frequency in the output of the

repetitive-pulse generators. The output of the first repetitive-pulse generator

is connected to a receiver in the NVNA, where it is used as an absolute phase
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Figure 3.3: Repetitive-pulse generator (also referred to as a comb generator)
that serves as a phase reference for cross-frequency phase measurements.

reference for all of the incident and scattered test signals. During phase cal-

ibration, the second repetitive-pulse generator is connected to the NVNA

test port that will provide the large-signal stimulus to the input of the DUT.

This is used to calibrate the cross-frequency phase relationships at the device

plane [21].

Maintaining an accurate, static, cross-frequency phase relationship allows

the NVNA to make vector measurements across different frequencies. This

allows for the conversion of the nonlinear frequency-domain measurements

to the time domain as well as the generation of accurate distortion models

for a device.

The calibration of an NVNA is a three-step process. The first step is

the aforementioned phase calibration to measure cross-frequency phase. The

second is an amplitude calibration using a power meter to calibrate the mi-

crowave sources and receivers of the NVNA. Last, the NVNA performs a

vector error correction, usually made using an Electronic Calibration (ECal)

Module like the one pictured in Fig. 3.4, to move the reference planes of the

measurement to the ports of the device under test (DUT).

This vector error correction in NVNA measurements is different from that
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Figure 3.4: Electronic Calibration (ECal) Module used to perform vector
error correction for NVNA measurements.

of a typical VNA. A typical VNA uses the error model in Fig. 3.5 [15]. Be-

cause of the superposition property of linear devices and the fact that the

stimuli needed for S-parameter extraction are only applied at one port at a

time, the forward and reverse error models can be separated to form the ten-

term error model, each direction being comprised of five error terms. This

error model compensates for errors caused by imperfections in the VNA

measurement components, imperfect directivity, reflectivity, and transmis-

sion tracking, and source and load mismatch. To minimize the number of

terms in the model, the error model combines the e10
1f and e01

1f terms and the

e10
2r and e01

2r by normalizing one parameter to unity. This is possible because

a VNA only makes ratios of power waves so no absolute measurements are

needed.

The NVNA needs to be able to measure absolute power and cross-frequency

phase and it does not assume that the DUT has linear behavior. Thus, no er-

ror terms can be normalized or combined. Since stimuli in X-parameter mea-

surements are often simultaneously applied to both input and output ports,

the error model can no longer be separated into forward and reverse por-

tions. Because of all of this, the NVNA uses a single eight-term error model,

as shown in Fig. 3.6 [12]. After calibration is completed, X-parameters can

be measured as described in Sec. 2.9.

33



Forward Error Model

Reverse Error Model

a1
0

b1
0

a1
1

b1
1

b2
1

a2
1

b2
0

e1f
00 e1f

11

e1f
10e1f

01

1

e2f
11

e2f
01

e2r
10e2r

01

1

e1r
11

e1r
01

b1
0

a1
1

b1
1

b2
1

a2
1

b2
0

a2
0

e2r
11 e2r

00

Figure 3.5: Linear ten-term error model. Because a VNA only makes
ratioed measurements, one term of both the forward error model and the
reverse error model can be normalized to unity to decrease the number of
error terms to five for each direction.
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Figure 3.6: Nonlinear eight-term error model. Note that no terms are
normalized or combined. Stimuli are often applied in both the forward and
reverse directions at the same time.
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3.2 Harmonic Balance Simulation

The current preferred method for the generation of X-parameters and the

simulation of circuits that include X-parameter models is Harmonic Balance

(HB). For a detailed analysis, see [22], [23], or [24]. We will provide a sum-

mary of its basic operation, drawing from all of these works.

The standard method for circuit analysis, including nonlinear, transient

analysis, has been the Simulation Program with Integrated Circuit Emphasis

(SPICE) [25]. SPICE is a general-purpose circuit simulator which has stood

as the golden standard for circuit simulation for much of its over forty years

of existence. It is based on modified nodal analysis (MNA) and performs

nonlinear analysis by iterating through the Newton-Raphson algorithm.

The challenge of using SPICE or any other time-domain simulator is that

the simulation must run long enough to reach the steady-state solution,

which, for a circuit with slow transient properties, might take hundreds

of thousands of periods. Fourier analysis must then be done to the out-

put steady-state waveforms in order to recover the spectral content of these

waveforms [22].

HB provides an attractive alternative to time-domain simulation for finding

the steady-state solution of the circuit, which can be described by a nonlinear

differential equation of the form [23]

g (v(t)) +
d

dt
q (v(t)) + y(t)⊗ v(t) = i(t) (3.1)

where g(·) and q(·) are nonlinear functions, y(·) is an impulse response, ⊗ is

the convolution operator, and i(t) is the excitation current.

While HB still uses MNA to construct its equations, it assumes that the

inputs to the circuit are a discrete number of steady-state sinusoids. This

means that all of the node voltages v(t) in the system can be written as

the sum of steady-state sinusoids. For a circuit with n input sources, v(t) is

approximated as an n-dimensional Fourier series

v(t) = Re

[
K1∑
k1=0

K2∑
k2=0

· · ·
Kn∑
kn=0

Vk1,k2,...,kne
j2π(k1f1+...+knfn)t

]
(3.2)

where f1, . . . , fn are the fundamental frequency of the n sources andK1, . . . , Kn

are the maximum number of harmonics for each source tone. This setup

35



allows for mixing products and harmonics of the input frequencies to be pro-

duced in the outputs of the sources. The Fourier coefficients Vk1,k2,...,kn for

each node voltage and frequency combination are now the unknowns in the

circuit which compose the approximate solution.

We can then use Fourier analysis to expand the n nonlinear differential

equations into m · n nonlinear algebraic equations, where m is the total

number of frequencies, the sum of the input frequencies, their harmonics,

and their mixing terms. This transforms (3.1) into

Fk {g (v(t))}+ jωkFk {q (v(t))}+ Ŷ (ωk)Vk = Î(ωk) (3.3)

for every k = 1, . . . , n. Fk is the kth spectral component of the Fourier trans-

form of (3.1) and ωk = 2πfk. Ŷ (ωk) and Î(ωk) are the Fourier transforms of

y(t) and i(t), respectively. This formulation can result in a very large number

of unknowns, especially as m grows large.

The circuit is then subdivided into linear and nonlinear subcircuits. X-

parameter models are, of course, included in the nonlinear subcircuit. The

HB solution is found iteratively, as shown in the flow chart in Fig. 3.7.

First, the currents sourced by linear elements are calculated in the frequency

domain from Ŷ (ωk) and Î(ωk). Then the nonlinear circuit voltages in the

frequency domain are inverse Fourier-transformed and used to calculate the

currents for the nonlinear portion of the circuit in the time domain. These

currents are then Fourier-transformed back into the frequency domain when

they are summed with the linear currents in the frequency domain. Since by

Kirchkoff’s current law (KCL) the currents at each node must sum to zero,

the residual of this sum is error. This error is used to update the circuit

voltages, usually by some form of the Newton-Raphson method, and the

process is iterated until the error is less than a tolerance, µ, that can be set

by the user. Sometimes the user must increase the number of harmonics used

to approximate the solution in order to find an error less than µ.

3.3 Circuit Envelope Simulation

Circuit envelope simulation is another option for simulation with X-parameter

models. Circuit envelope simulation is a hybrid time and frequency simula-
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tion technique [26]. The premise is that the any signal v(t) in the simulation

can be represented as

v(t) = E(t)Re

[
K1∑
k1=0

K2∑
k2=0

· · ·
Kn∑
kn=0

Vk1,k2,...,kne
j2π(k1f1+...+knfn)t

]
(3.4)

where E(t) is a time-varying envelope function that modulates the rest of

the expression, hereafter referred to as the carrier [27]. The envelope func-

tion E(t) varies much more slowly than the carrier. Essentially, this allows

for the Fourier coefficients that HB typically solves for to be time-varying.

Circuit envelope simulation is simply several HB simulations performed at

user-defined time samples of E(t). The input signals for each HB simula-

tion are supplied by the amplitudes and phases of the envelope functions.

HB simulation is performed at each time sample and the results from these

individual HB simulations are then stitched together to form the circuit enve-

lope outputs, which can be viewed in either the time domain or the frequency

domain.

The time-domain data extracted from circuit envelope simulations can be

used to model phenomena such as oscillator start up, response to a pulsed

RF response, phase-locked loop lock time, and constellation plots. The

frequency-domain data can be used to measure intermodulation distortion

and other forms of spectral regrowth [27].

3.4 Cascading X-Parameter Blocks

One of the most useful benefits of S-parameters is that two or more two-

port S-parameter models, [S](1) and [S](2) defined as[
B1

(1)

B2
(1)

]
=

[
S11

(1) S12
(1)

S21
(1) S22

(1)

][
A1

(1)

A2
(1)

]
(3.5)

and [
B1

(2)

B2
(2)

]
=

[
S11

(2) S12
(2)

S21
(2) S22

(2)

][
A1

(2)

A2
(2)

]
(3.6)
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can be cascaded together as if they were one model [S](T ), defined as[
B1

(2)

B2
(2)

]
=

[
S11

(T ) S12
(T )

S21
(T ) S22

(T )

][
A1

(1)

A2
(1)

]
(3.7)

as demonstrated in Fig. 3.8.

The cascade analysis begins by using Kirchhoff’s voltage law (KVL) and

Kirchhoff’s current law (KCL) at the internal node between the two blocks

to equate the incident and scattered waves

A
(1)
2 = B

(2)
1 , (3.8)

A
(2)
1 = B

(1)
2 . (3.9)

We then convert each S-parameter model into a T-parameter model,1 also

known as a chain scattering parameter model or a scattering transfer param-

eter model. The T-parameters have the form[
A1

B1

]
=

[
T11 T12

T21 T22

][
B2

A2

]
. (3.10)

The relationship between the S- and T- parameters is [28][
T11 T12

T21 T22

]
=

[
1
S21

−S22

S21

S11

S21
S12 − S11S22

S21

]
(3.11)

and [
S11 S12

S21 S22

]
=

[
T21

T11
T22 − T21T12

T11

1
T11

−T12

T11

]
. (3.12)

The benefit of the conversion to T-parameters is that for two T-parameter

blocks, [T ](1) and [T ](2),[
A1

(1)

B1
(1)

]
=

[
T11

(1) T12
(1)

T21
(1) T22

(1)

][
B2

(1)

A2
(1)

]
(3.13)

and [
A1

(2)

B1
(2)

]
=

[
T11

(2) T12
(2)

T21
(2) T22

(2)

][
B2

(2)

A2
(2)

]
(3.14)

1These are not to be confused with X-parameters of types S and T.
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=

=
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Figure 3.8: Cascade of two S-parameter blocks, [S](1) and [S](2) to form one
combined S-parameter block [S](T ). The S-parameter blocks are first
converted into equivalent T-parameter blocks, [T ](1) and [T ](2). These
T-parameter blocks can then be combined to form [T ](T ), which is then
converted back to an S-parameter block [S](T ).
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and using (3.8) and (3.9), we find[
A1

(1)

B1
(1)

]
=

[
T11

(1) T12
(1)

T21
(1) T22

(1)

][
A1

(2)

B1
(2)

]
(3.15)[

A1
(1)

B1
(1)

]
=

[
T11

(1) T12
(1)

T21
(1) T22

(1)

][
T11

(2) T12
(2)

T21
(2) T22

(2)

][
B2

(2)

A2
(2)

]
(3.16)[

A1
(1)

B1
(1)

]
=

[
T11

(T ) T12
(T )

T21
(T ) T22

(T )

][
B2

(2)

A2
(2)

]
(3.17)

where the combined T-parameter model [T ](T ) is

[T ](T ) = [T ](1)[T ](2) (3.18)

which can be converted back into S-parameters using (3.12) to give the com-

bined S-parameter block, [S](T ) [28]. The combined S-parameter block re-

quires no knowledge of the internal node between [S](1) and [S](2). It can

be completely treated as though this node no longer exists. Being able to

do this hinges on the linearity of both blocks, which allows each different

frequency component of an incident wave to be evaluated separately.

For the cascade of two X-parameter blocks, [X](1) and [X](2), shown in Fig.

3.9, we use KVL and KCL to obtain the following relations at the internal

node between the two blocks

B
(1)
2,k = A

(2)
1,k, (3.19)

A
(1)
2,k = B

(2)
1,k. (3.20)

When K harmonics are included in the simulation and the set of 2K equa-

tions defined by (3.19) and (3.20) are always enforced, we can treat the

combined network as one network, [X](T ). If K is large enough, the complete

solution can be determined without approximation. An HB simulator solves

for cascaded nonlinear blocks in this way, albeit most HB simulators solve

in terms of currents and voltages rather than incident and scattered waves.

Hence, X-parameters, which are defined in terms of harmonic phasors Aq,l

and Bp,k, work natively in an HB simulation environment [12].
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[X](1) [X](2)

[X](T)
While

B1,k
(1)

 = A1,k
(2)

,

A1,k
(2)

 = B2,k
(1)

.

A2,k
(1)

B2,k
(1)

A1,k
(1)

B1,k
(1)

A1,k
(2)

B1,k
(2)

A2,k
(2)

B2,k
(2)

A2,k
(2)

B2,k
(2)

A1,k
(1)

B1,k
(1)

=

=

Figure 3.9: Cascade of two X-parameter blocks, [X](1) and [X](2) to form
one combined X-parameter block [X](T ). Note that in the cascade of
X-parameter blocks, (3.19) and (3.20) at the internal node must still be
enforced.

3.5 Example X-Parameter Measurement of an

Amplifier

As can be seen from Chapter 2, the X-parameter formalism is a powerful

and mathematically robust tool for modeling nonlinear circuits. Since the X-

parameter formalism most naturally applies to modeling devices that operate

natively in the frequency domain, we will begin our instructional experiments

with a power amplifier (PA). In this experiment, we use the Mini-Circuits

Gali-1+ PA [29] on the Mini-Circuits TB-409-1+ amplifier evaluation board

[30]. We measure the amplifier’s X-parameters for three harmonics from 1

to 4 GHz at 1 GHz steps and from -20 to 5 dBm with 1 dB steps with an

intermediate frequency bandwidth (IFBW) of 30 Hz. As with many other

measurements, a smaller IFBW will result in a lower noise floor at the cost

of longer measurement time. We choose a very small IFBW here because

measurement time was not a concern. The amplifier is also biased with 12

V DC as recommended by [30] for normal operation.

We first observe the magnitude and phase of X
(FB)
2,1 /A1,1 versus input power

in Fig. 3.10 at 1, 2, 3, and 4 GHz. Since the X-parameter of type FB measures

the output response when all incident waves except the large signal A1,1 are
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zero, the available input power PIn in dBm in this case is defined as

PIn = 10 · log10

(
|A1,1|2 · 1000

)
. (3.21)

Assuming perfect matching at both the input port and the output port

of the amplifier, the magnitude of X
(FB)
2,1 /A1,1 versus input power is identi-

cal to the AM/AM distortion curve typically measured for amplifiers. The

phase of X
(FB)
2,1 /A1,1 versus input power is equal to the AM/PM distortion

curves. These curves can be used to generate a memoryless input-output

relationship for the amplifier [31]. There is a slight decrease in the mag-

nitude of X
(FB)
2,1 /A1,1 as frequency increases. Frequency dependence of the

AM/AM and AM/PM curves is indicative of memory effects in an amplifier,

although the memory effect seen here is fairly minimal, particularly for 1

GHz frequency steps [32].
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Figure 3.10: Plots of the magnitude and phase of X
(FB)
2,1 /A1,1 versus input

power of the Mini-Circuits TB-409-1+ amplifier evaluation board at 1, 2, 3,
and 4 GHz. At low input power levels, X

(FB)
2,1 /A1,1 ≈ S21, the traditional

S-parameter representing small-signal gain.

As is shown in Fig. 3.10, X
(FB)
2,1 /A1,1 is constant for low input power levels.
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This makes sense because as input power becomes smaller, the amplifier is

operating in the small-signal linear region. Hence, X
(FB)
2,1 /A1,1 ≈ S21, the

traditional S-parameter representing small-signal gain, at these low power

levels. At higher power levels, we observe that X
(FB)
2,1 /A1,1 begins to saturate.

From this plot, the 1-dB compression point can be easily observed for each

frequency.

Figures 3.11 and 3.12 plot the magnitudes and phases of X
(FB)
2,2 /A1,1 and

X
(FB)
2,3 /A1,1 versus input power. These parameters can be used to determine

the levels of harmonic distortion from the second and third harmonics versus

input power. As expected, both of these parameters approach zero in the

small-signal input limit, with the third harmonic decaying faster than the

second harmonic. Second harmonic distortion appears to be a fairly strong

function of frequency.
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Figure 3.11: Plots of the magnitude and phase of X
(FB)
2,2 /A1,1 versus input

power of the Mini-Circuits TB-409-1+ amplifier evaluation board at 1, 2, 3,
and 4 GHz. The parameter X

(FB)
2,2 /A1,1 approaches zero as input power

decreases.

Next, we observe the magnitude and phase of X
(FB)
1,1 /A1,1 in Fig. 3.13. This

is the large-signal input match. In the small-signal limit, X
(FB)
1,1 /A1,1 ≈ S11,
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Figure 3.12: Plots of the magnitude and phase of X
(FB)
2,3 /A1,1 versus input

power of the Mini-Circuits TB-409-1+ amplifier evaluation board at 1, 2, 3,
and 4 GHz. The parameter X

(FB)
2,3 /A1,1 approaches zero as input power

decreases.

45



the traditional S-parameter representing small-signal input match. As the

input power increases, the amplifier enters saturation and more power is

reflected.
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Figure 3.13: Plots of the magnitude and phase of X
(FB)
1,1 /A1,1 versus input

power of the Mini-Circuits TB-409-1+ amplifier evaluation board at 1, 2, 3,
and 4 GHz. This is the large-signal input match. In the small-signal limit,
X

(FB)
1,1 /A1,1 ≈ S11, the traditional S-parameter representing small-signal

input match.

We now move on to our analysis of the small-signal parameters at the

output, port 2. These X-parameters give us a sense of the amplifier match

at the output for different harmonics. We see that for high input powers,

the X-parameters of type T become significant. At low powers, all of these

parameters approach zero. Figures 3.14 and 3.15 show X
(S)
2,1;2,1 and X

(T )
2,1;2,1

versus input power. In the small-signal limit, X
(S)
2,1;2,1 ≈ S22, the traditional

S-parameter representing small-signal output match. This is seen in the

figure for all frequencies except 4 GHz. It is likely that X
(S)
2,1;2,1 at 4 GHz will

become constant at input powers lower than -20 dBm. This is a reasonable

assumption because the PA being measured is designed to operate from DC

to 8 GHz. It is likely that it has its best return loss in the middle of its
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bandwidth. This assumption can be easily tested by measuring the X
(S)
2,1;2,1

of the PA for input powers lower than -20 dBm. In doing so, care must

be taken to ensure that this measurement is above the noise floor of the

measurement system.
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Figure 3.14: Plots of the magnitude and phase of X
(S)
2,1;2,1 versus input

power of the Mini-Circuits TB-409-1+ amplifier evaluation board at 1, 2, 3,
and 4 GHz. In the small-signal limit, X

(S)
2,1;2,1 ≈ S22, the traditional

S-parameter representing small-signal output match.

Figures 3.16 and 3.17 show X
(S)
2,1;2,2 and X

(T )
2,1;2,2 versus input power. As

shown from the plots of X
(FB)
2,2 /A1,1, the PA will output spectral energy at

the second harmonic, particularly when it being driven hard. Parameters

X
(S)
2,1;2,2 and X

(T )
2,1;2,2 provide intuition into how sensitive the circuit is to the

reflection of the second harmonic from the load. Both of these parameters

approach zero as input power decreases.

Figures 3.18 and 3.19 show X
(S)
2,1;2,3 and X

(T )
2,1;2,3 versus input power. As

shown from the plots of X
(FB)
2,3 /A1,1, the PA will also output spectral energy

at the third harmonic, particularly when it being driven hard. Parameters

X
(S)
2,1;2,3 and X

(T )
2,1;2,3 provide intuition into how sensitive the circuit is to the

reflection of the third harmonic from the load. Both of these parameters
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Figure 3.15: Plots of the magnitude and phase of X
(T )
2,1;2,1 versus input power

of the Mini-Circuits TB-409-1+ amplifier evaluation board at 1, 2, 3, and 4
GHz. The parameter X

(T )
2,1;2,1 approaches zero as input power decreases.
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Figure 3.16: Plots of the magnitude and phase of X
(S)
2,1;2,2 versus input

power of the Mini-Circuits TB-409-1+ amplifier evaluation board at 1, 2, 3,
and 4 GHz.
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Figure 3.17: Plots of the magnitude and phase of X
(T )
2,1;2,2 versus input

power of the Mini-Circuits TB-409-1+ amplifier evaluation board at 1, 2, 3,
and 4 GHz.
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approach zero as input power decreases.
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Figure 3.18: Plots of the magnitude and phase of X
(S)
2,1;2,3 versus input

power of the Mini-Circuits TB-409-1+ amplifier evaluation board at 1, 2, 3,
and 4 GHz.

Next, we use these measured X-parameters of the PA perform a circuit

envelope simulation as pictured in Fig. 3.20. This simulation is meant to

emulate an in-band intermodulation distortion measurement [15]. Here, the

carrier is fc and the envelope is made up of two tones centered at fc with a

separation of foffset between the tones. This stimulus will produce in-band

intermodulations at fc ± n · foffset

2
for all integer values of n. The magnitude

of these in-band intermodulations will increase with the power of the input

tones. This simulation, when parameterized for a wide range of input powers,

can be used to measure the power of in-band intermodulations as a function of

input power. The tones at fc±n· foffset

2
are said to be in-band intermodulation

tones of (2n−1)th order, termed IMDn. For example, the tones at fc±5· foffset

2

are the IMD9 or ninth-order in-band intermodulation tones.

Figures 3.21–3.24 contain plots of the fundamental power as well as IMD3,

IMD5, IMD7, and IMD9 for fc = 1, 2, 3, and 4 GHz, respectively, foffset = 10
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Figure 3.19: Plots of the magnitude and phase of X
(T )
2,1;2,3 versus input

power of the Mini-Circuits TB-409-1+ amplifier evaluation board at 1, 2, 3,
and 4 GHz.

Power Amplifier

X-Parameter Model

In                     Out

Zc

Zc

VOutVIn

Vsource

fc

foffset

fc

= =

foffset

Figure 3.20: Block diagram for CE simulation. The envelope is made up of
two tones centered at fc with a separation of foffset between the tones. This
stimulus will produce in-band intermodulations at fc ± n · foffset

2
for all

integer values of n. The magnitude of these in-band intermodulations will
increase with the power of the input tones.
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kHz. The envelope was simulated for two milliseconds with ten microsecond

time steps. From these powers, the third-order, fifth-order, seventh-order,

and ninth-order intercepts can be determined. For example, the third-order

intercept (TOI) is found by

TOI = PFund +
PFund − IP3

2
(3.22)

where the units of PFund and IP3 are dBm. At 2 GHz, the maximum of TOI

versus input power is 24.931 dBm. This is 2.069 dB lower than the 27 dBm

value listed on the Mini-Circuits Gali-1+ PA datasheet for the PA without the

evaluation board, which confirms that we are able to generate a reasonable

approximation of the TOI with a CE simulation from a single large-tone

X-parameter measurement of this PA. None of the in-band intermodulation

products appear to have a strong dependent on frequency.
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Figure 3.21: Plot of powers of the fundamental, IMD3, IMD5, IMD7, and
IMD9 at 1 GHz for the Mini-Circuits TB-409-1+ amplifier evaluation
board.

Overall, one single large-tone measurement allows us to recover a plethora

of traditional nonlinear circuit figures of merit, including AM/AM distortion,
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Figure 3.22: Plot of powers of the fundamental, IMD3, IMD5, IMD7, and
IMD9 at 2 GHz for the Mini-Circuits TB-409-1+ amplifier evaluation
board.

54



ï20 ï15 ï10 ï5 0 5
ï120

ï100

ï80

ï60

ï40

ï20

0

20

Power In (dBm)

M
ag

n
it
u
d
e
(d
B
m
)

 

 

Fund
IMD3
IMD5
IMD7
IMD9

Figure 3.23: Plot of powers of the fundamental, IMD3, IMD5, IMD7, and
IMD9 at 3 GHz for the Mini-Circuits TB-409-1+ amplifier evaluation
board.

55



ï20 ï15 ï10 ï5 0 5
ï120

ï100

ï80

ï60

ï40

ï20

0

20

Power In (dBm)

M
ag

n
it
u
d
e
(d
B
m
)

 

 

Fund
IMD3
IMD5
IMD7
IMD9

Figure 3.24: Plot of powers of the fundamental, IMD3, IMD5, IMD7, and
IMD9 at 4 GHz for the Mini-Circuits TB-409-1+ amplifier evaluation
board.
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AM/PM distortion, 1-dB compression point, harmonic distortion, and IMDn.

In addition to all of these, we are also able to use the X-parameter model

as an electronic datasheet to be used in an HB or CE simulation to find the

model’s response to a myriad of stimuli.

3.6 Example X-Parameter Simulation of an I/O Buffer

Although much work on X-parameters has been published, there is very

little sense of what X-parameters, particularly the large-signal parameters,

actually look like, especially for an I/O buffer. Here we investigate properties

of the simple nonlinear function of the large signal and its DC bias in the

context of using X-parameters to model the behavior of a simple I/O buffer

[33]. The example circuit analyzed here, shown in Fig. 3.25, is an equalized

buffer consisting of a one-tap FIR filter implemented in a modified single-

ended push-pull configuration using a typical 2.5 V CMOS process. The

near-end signal driving the channel is obtained by voltage division, and the

tap delay is implemented using a simple four-inverter chain. This circuit

will also be analyzed without the equalization branch to provide additional

intuition into the large-signal response of a buffer and its corresponding X-

parameters.

in

outR = 50 Ω 

R = 200 Ω 

VDD VDD

VDD VDD VDD VDD VDD

Figure 3.25: Transmitter with equalization branch using a 2.5 V CMOS
process. This circuit is used with and without the equalization branch.
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First, we demonstrate the effects of a DC voltage bias at the buffer input

on the large-signal X-parameters. Then we study the degree of nonlinearity

and frequency dependence on the large-signal response of an I/O buffer in the

context of its normal operation. Next, we provide a comparison between a

transient simulation of the transistor-level model of the example buffer and an

HB simulation made with its X-parameter model with a large-signal stimulus

to show that the X-parameter model captures the nonlinear behavior of the

buffer.

The first nuance of using the X-parameter formalism for I/O buffers is the

DC bias voltage on the input. Typical amplifiers might not need a DC bias at

the input, but most I/O buffers are operated from rail-to-rail where the lower

rail is the ground. As Fig. 3.26 shows, a bias voltage away from the middle

of the rails produces data that is not useful because much of the input signal

is outside of the rail-to-rail voltage range and is being clipped. Therefore,

care must be taken to include this DC voltage while making X-parameter

measurements of I/O buffers with an NVNA in the laboratory.
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Figure 3.26: Magnitude of FB2,1/A1,1 for the test circuit with and without
equalization for multiple values of input DC voltage.
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As the magnitude of A1,1 shrinks and approaches the linear operating re-

gion, the linear approximation of X
(FB)
2,1 = X

(S)
2,1;1,1 · A1,1, where X

(S)
2,1;1,1 is a

constant, can be used. This approximation was leveraged in the transient

simulation technique in [9]. In doing so, that work essentially assumed that

all of the nonlinear behavior is modeled in the existence of harmonics and

that all of the X-parameters are constant with respect to the magnitude of

A1,1. By then separating the real and imaginary portions of the incident

and scattered waves for each harmonic, the relationship between the scat-

tered and incident waves can be written as a linear transformation. Because

the large-signal fundamental behavior is assumed to be linear, the S- and T-

parameters that normally vary with respect to |A1,1| can instead be treated as

constants. While this matrix representation is an incredibly desirable form,

the linear approximation of the large-signal response is often not valid for the

typical buffer that switches from rail to rail at its input. Figure 3.27 shows

a plot of the simulated X
(FB)
2,1 term versus input power for the test circuit

with and without equalization operating at 1, 2, and 3 GHz. The vertical

line marks the input power equivalent to an input voltage with magnitude

equal to the rail-to-rail voltage of the circuit. This line was determined from

V1 = VDC1 + 2
√
Z0 (A1 +B1)

≈ VDC1 + 2
√
Z0

(
|A1,1|+

K∑
k=1

∣∣∣X(FB)
1,k

∣∣∣) (3.23)

where A1 and B1 are the total incident and scattered waves at the input

port. These waves can be decomposed into K harmonic wave components

and the scattered wave harmonic components are equal to the X-parameters

of type FB assuming that there are no small-signal incident waves on either

port. This is approximately true when the ports are well-matched, which

was shown to be a reasonable assumption through comparison to a full HB

simulation taking mismatch into account. In addition, a DC voltage bias,

VDC1, of one-half of the rail-to-rail voltage, in this case equal to 1.25 volts,

was provided so as to minimize the clipping of the large-signal input A1,1 as

discussed above.

As can be seen, the typical operating input amplitude is well into the non-

linear region for both the unequalized and the equalized circuits. There is

a short region of gain expansion before the device enters saturation, more
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exaggerated for the equalized circuit. The large-signal term of the equalized

circuit also exhibits stronger frequency-dependence than the unequalized cir-

cuit. This is appropriate because the equalization is a short-term memory

effect.
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Figure 3.27: Magnitude and phase of gain = X
(FB)
2,1 /A1,1 for the test circuit

with and without equalization at frequencies equal to 1, 2, and 3 GHz and
a DC voltage bias of 1.25 V. The thick black line marks the input power
level where the input voltage waveform amplitude is equal to 2.5 V, the
rail-to-rail voltage.

While the AM/AM and AM/PM curves of a device can tell a great deal

about a device’s nonlinear distortion, especially in a well-matched environ-

ment, the large signal also produces a response at each harmonic k, charac-

terized at port p by X
(FB)
p,k . The large-signal return losses at port 1, the input

for each harmonic k, denoted by X
(FB)
1,k , are dominated by the fundamental,

X
(FB)
1,1 , which is at least 40 dB larger than that for every other harmonic at

an input equal to the rail-to-rail voltage. Figure 3.28 shows the large-signal

response at port 2, the output port, denoted by X
(FB)
2,k for k = 1 to 5. As can

be seen, X
(FB)
2,3 is less than 15 dB smaller than X

(FB)
2,1 for both the equalized

and unequalized circuits. The second, fourth, and fifth harmonics are about

20 dB smaller than the fundamental. Thus, these harmonics have significant
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contributions on the large-signal output and cannot be neglected.
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Figure 3.28: Magnitude of X
(FB)
2,k /A1,1 for k = 1 to 5 for the test circuit

with and without equalization at 1 GHz and a DC voltage bias of 1.25 V.
The thick black line marks the input power level where the input voltage
waveform amplitude is equal to 2.5 V, the rail-to-rail voltage.

Combining the fundamental and DC portions completes the large-signal

stimulus, which spans the rail-to-rail voltage of the input. This is well into

the saturation region of both the equalized and unequalized circuits, so har-

monics will be produced at the output. Figure 3.29 shows a comparison

between an HB simulation performed with ADS [34] using the X-parameter

models of both circuits with only the large-signal stimulus using 11 harmon-

ics to a transient simulation of the transistor-level model of the circuit, also

performed in ADS. The nonlinear behavior is matched very well for both the

equalized and unequalized circuits, save for some Gibbs phenomenon ripple

in the unequalized case. The DC-to-DC response was calculated separately

and added into the solution. Thus, there is potential for accurate modeling

of the nonlinear behavior of a buffer with X-parameters.

In this section we have provided some intuition into the behavior of the
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Figure 3.29: Comparison of HB simulation of X-parameter model of the
equalized and unequalized circuits with VDC1 = 1.25 V and input
fundamental spanning the rail-to-rail voltage versus transient simulation of
the transistor-level model with similar excitation. The model is terminated
on both ends with 50 Ω in addition to the excitation at the input. The
plots match very closely except in the beginning where the transient
simulation has not reached its operating state.
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large-signal response of an I/O buffer in the context of the X-parameter

formalism. The example buffer has both significant nonlinear distortion and

harmonic generation at a power level equivalent to an input spanning the

rail-to-rail voltage. Thus, it is appropriate to model the large-signal response

as nonlinear. As has been shown, X-parameters can capture the nonlinear

behavior seen in I/O buffers. They remain a very exciting platform for the

modeling of I/O buffers because of this, their mathematical robustness, and

their IP protection.

Future work into modeling I/O buffers with X-parameters should leverage

the insights of nonlinear modeling found in the power amplifier community,

but could possibly use the multitone X-parameter extension to emulate the

wideband inputs to an I/O buffer [12]. Most of the signals that drive a buffer

can be modeled with only a few large tones and harmonic superposition for

the very high-frequency components. From these, an arbitrary bit stimulus

with noise and jitter can be generated and used to construct an eye diagram

for bit error rate estimation.
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CHAPTER 4

SIGNAL INTEGRITY BACKGROUND

In this chapter, we provide background information on some signal in-

tegrity concepts. We begin by presenting the basic formulation for the La-

tency Insertion Method (LIM). We then extend this formulation to model

CMOS devices. Next, we outline the Input/Output Buffer Information Spec-

ification (IBIS), the current standard for modeling input/output (I/O) cir-

cuits, and we describe the process for generating IBIS models. Finally, we

describe the Algorithmic Modeling Interface (AMI) extension to IBIS as well

as briefly addressing the kinds of components it is used to model.

4.1 Basic Latency Insertion Method Formulation

In this section, we present the basic formulation of the latency insertion

method (LIM). LIM is a conditionally-stable circuit solver that has linear

numerical complexity [11]. Through the use of Thévenin and Norton trans-

formations, all circuits can be formulated into the basic building blocks of

LIM, nodes and branches. A node, shown in Fig. 4.1a, is constructed as a

parallel combination of a current source, a conductance, and a capacitance

to ground. Two different nodes are connected by a current-carrying branch.

A branch, shown in Fig. 4.1b, is a series combination of a voltage source, a

resistance, and an inductance. In order to solve for the node voltages and

branch currents, LIM discretizes the time variable so the voltages and cur-

rents are collected in alternating half time steps. The voltages are solved at

half time steps while the currents are solved at full time steps in a leapfrog

manner. This scheme is similar to Yee’s method for discretizing Maxwell’s

equations in the finite-difference time-domain (FDTD) formulation [35].

To find the voltage update equation, we start by writing Kirchhoff’s current

law (KCL) at node i of Fig. 4.1a using the semi-implicit LIM formulation
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Figure 4.1: Topologies of basic LIM elements.
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Ci

(
V
n+1/2
i −V n−1/2

i

∆t

)
+ Gi

2
(V

n+1/2
i + V

n−1/2
i ) = −

Mi∑
k=1

Inik +Hn
ij (4.1)

and solving (4.1) for V
n+1/2
i

V
n+1/2
i =

V
n−1/2
i (2Ci −Gi∆t) + 2∆t(Hn

ij −
Mi∑
k=1

Inik)

2Ci +Gi∆t
. (4.2)

Next, we find the current update equation by writing Kirchhoff’s voltage

law (KVL) at branch ij in Fig. 4.1b

V
n+1/2
i − V n+1/2

j = Lij

(
In+1
ij −Inij

∆t

)
+

Rij
2

(In+1
ij + Inij)− E

n+1/2
ij (4.3)

and solving (4.3) for the next current step, In+1
ij , yielding

In+1
ij =

Inij(2Lij −Rij∆t) + 2∆t(E
n+1/2
ij + V

n+1/2
i − V n+1/2

j )

2Lij +Rij∆t
. (4.4)

Equations (4.2) and (4.4) require capacitance at each node and inductance

at each branch [36]. These reactances create latency in the circuit. These

latencies prevent a change in a node’s voltage from affecting anything but
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the currents of its adjacent branches during the span of any given time step.

Similarly, they prevent a change in a branch’s current from affecting anything

but the voltages of its source and sink nodes during the span of a single time

step. This makes the matrix formulation of LIM only locally dense, which

enables it to run with linear numerical complexity with respect to the num-

ber of nodes and branches [37]. If a node does not have capacitance or a

branch does not have inductance, fictitious values for these reactances must

be inserted for the algorithm to be able to run. These fictitious reactances

can distort the answer so they are made very small to minimize their impact.

Similar to FDTD, LIM is only stable for time steps smaller than a certain

upper bound, as discussed by [38], [39], and [40]. This upper bound is a func-

tion of the smallest inductances and capacitances in the circuit. Therefore

there is a tradeoff: choosing small fictitious reactances will require a small

time step that will result in long simulation times, whereas using larger ficti-

tious reactive elements will allow for a larger time step but might also distort

the final results.

The semi-implicit form, which averages the present and future values of the

voltage across the conductance in (4.1) and the present and future values of

the current through the resistance in (4.3), has better stability characteristics

than the implicit or explicit forms and it is second-order accurate with respect

to the time step, ∆t [36].

4.2 Extension of LIM to Model CMOS Devices

Since most I/O circuits contain complementary metal-oxide-semiconductor

(CMOS) devices, we use an extension to LIM outlined in [41] in order to

model these elements. A CMOS device is represented by a branch for which

the drain current is determined by the gate, drain, and source node voltages,

as shown in Fig. 4.2.

Any behavioral model can be used to relate ID from VG, VS, and VD, but

we follow [41] and use the Shichman-Hodges model as originally described in

[42] for its simplicity. The Shichman-Hodges model describes the behavior
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Figure 4.2: NMOS and PMOS transistors are described by LIM branches
whose currents are controlled by the gate, source, and drain voltages. A
behavioral model like the Shichman-Hodges model can be used to
determine the drain current from these voltages and the physical properties
of the transistor.

of a NMOS with the composite function

IDn = 0,

VG − VS < VTn; VD − VS ≥ 0
(4.5a)

IDn = KnWn

Ln

(
VG − VS − VTn − 1

2
(VD − VS)

)
(VD − VS) ,

VG − VS > VTn; 0 < VD − VS < VG − VS − VTn
(4.5b)

IDn = KnWn

2Ln
(VG − VS − VTn)2,

VG − VS > VTn; VD − VS > VG − VS − VTn
(4.5c)

where Kn is the NMOS process conductance parameter, Wn is the NMOS

transistor width, and Ln is the NMOS transistor length.

The same model describes the behavior of a PMOS with the composite

function
IDp = 0,

VG − VS > VTp; VD − VS ≤ 0
(4.6a)
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IDp = −KpWp

Lp

(
VG − VS − VTp − 1

2
(VD − VS)

)
(VD − VS) ,

VG − VS < VTp; 0 > VD − VS > VG − VS − VTp
(4.6b)

IDp = −KpWp

2Lp
(VG − VS − VTp)2,

VG − VS < VTp; VD − VS < VG − VS − VTp
(4.6c)

where Kp is the PMOS process conductance parameter, Wp is the PMOS

transistor width, and Lp is the PMOS transistor length. The Shichman-

Hodges model, which splits the behavior of NMOS and PMOS devices into

cutoff, linear, and saturation regions, is generally designated a level 1 transis-

tor model and thus, in the case described above, it is frequency-independent.

There are many additional extensions to LIM, all of which can be useful

for modeling I/O buffer circuits but are outside the scope of this dissertation.

These extensions include methods for simulating dependent sources, blackbox

macromodeling, and phase-locked loops with LIM [43]. LIM can also be used

to simulate IBIS models [44].

4.3 IBIS Model Composition

Our next signal integrity topic is IBIS, which is the industry standard

for modeling I/O buffers. IBIS 1.0 was introduced by the IBIS Open Fo-

rum in 1993 to provide a vendor-neutral, simulation tool-neutral standard

for specifying the electrical behavior of integrated circuit I/O buffers [45].

Subsequent versions of IBIS have allowed it to model the dynamic switching

behavior of a buffer and have enabled support for modeling complex I/O

behavior by linking the IBIS model with analog and mixed signal extensions

of hardware description languages, such as VHDL-AMS and Verilog-AMS,

as well as SPICE netlists. More recent updates have introduced an Algorith-

mic Modeling Interface (AMI), which allows for a model developer to include

C++ scripts that perform software approximations of the complicated signal

processing techniques that are used in modern I/O buffers. We will discuss

IBIS-AMI further in Sec. 4.5.

The basic IBIS output model, based on the equivalent circuit shown in Fig.

4.3, includes a pullup network, a pulldown network, a power clamp network,

and a ground clamp network. These are all described by current vs. voltage

(I-V) tables that need not be linear. The parasitic resistance, inductance,
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Figure 4.3: IBIS output buffer model.

and capacitance are all described by lumped elements. For the discussion in

this dissertation, we will be ignoring everything but the pullup and pulldown

networks.

The switching dynamics of the system are described by voltage vs. time

(V-t) tables that chart the response of the buffer to bit transitions at its

input. These rising and falling V-t tables are generated for a variety of

voltage/resistance terminations: typically, Vcc and Rout or Gnd and Rout,

where Vcc is the voltage of the high rail, Gnd is the voltage of the low rail, and

Rout is the typical output termination resistance that the buffer sees during

operation. These waveforms are combined to generate dynamic functions

that regulate the contributions of the pullup and pulldown networks when the

buffer is switching during operation [46]. All of these tables and parameters

are compiled into a *.ibs file with a specific format as outlined in [5].

Each revision of IBIS comes packaged with a golden parser, called ibischk,

that can be freely downloaded as an executable [47]. The executable can

analyze any *.ibs file to check for compatibility with the standard. The IBIS

Open Forum provides very little guidance on how to perform simulations

with IBIS files, leaving that implementation to the electronic design automa-

tion (EDA) tool vendor. One example IBIS simulator is based on a LIM

framework and has been shown to have excellent convergence characteristics

when compared to other methods [44].
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4.4 IBIS Model Generation

The methods for proper generation of the I-V and V-t tables are outlined

in the IBIS Cookbook [48]. The Pulldown I-V table is generated by first

applying a DC voltage bias to the input of the circuit to put the output in

the low state (high input bias for inverting buffers, low for non-inverting).

Then, a DC sweep of up to 100 different voltages spanning from −Vcc to

+2Vcc is run at the output and the corresponding current into the output

port is measured for each voltage. This steady-state measurement can be

approximated by applying a low-frequency voltage waveform that spans the

entire voltage range and then measuring the corresponding current waveform

going into the output port. The change in the voltage waveform should be

gradual enough that the reactive effects of the circuit are negligible and the

current measurement is approximately DC. The Pullup I-V table is generated

in a similar manner, except the input is biased to put the output in the high

state.

A Rising V-t curve is generated by terminating the circuit’s output with

one of the desired voltage/resistance terminations mentioned above, applying

an ideal rising ramp function with a rise time similar to what will be used

in device operation, and measuring up to 1,000 points of the output voltage

waveform. A Falling V-t curve is generated in a similar way, just using an

ideal falling ramp function with a falling time similar to that seen in normal

device operation.

An open source tool for generating IBIS files called s2ibis [49] takes a

SPICE netlist with an accompanying information file, generates the I-V and

V-t curves, and outputs a properly formatted IBIS file. This tool will be

compared to the process developed in Chapter 6, named x2ibis, in which X-

parameter measurement files for an output buffer are first generated under

specific conditions and then are used to generate IBIS current-voltage (I-V)

and voltage-time (V-t) tables.

4.5 Algorithmic Modeling Interface

As the bit rates of I/O links have increased, energy at higher frequen-

cies is being passed through the channel, where this high-frequency content
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Figure 4.4: The IBIS-AMI simulation flow separates the transmitter and
receiver into analog and algorithmic components.

experiences more attenuation and dispersion effects. In order to minimize

the bit error rate (BER) of the information being sent through the channel,

I/O links now contain complicated circuits that are potentially nonlinear and

time-varying such as adaptive equalizers, automatic gain control circuits, or

clock recovery components. These circuits combat the performance chal-

lenges of operating in the gigabits-per-second range. With the release of

IBIS 5.0 and later IBIS 5.1 and IBIS 6.0, the IBIS Open Forum introduced

the IBIS Algorithmic Modeling Interface (IBIS-AMI) [5]. Because I/O links

have become so large, it is not practical to perform full transistor-level sim-

ulations of an entire link. IBIS-AMI is a method for performing behavioral

modeling of a link.

An in-depth analysis of IBIS-AMI is outside the scope of this document,

but [50], [51], and [52] provide excellent descriptions of the structure of IBIS-

AMI and the simulation flow. To summarize, IBIS-AMI divides a buffer

into an analog portion identical to traditional IBIS that interfaces with the

interconnect and an algorithmic portion that is assumed to be electrically

isolated from it, as shown in Fig. 4.4. There are two different IBIS-AMI

simulation flows, statistical and bit-by-bit. First, we describe the bit-by-bit

simulation.

The IBIS-AMI simulation flow begins by obtaining an impulse response

h(t) of the passive channel and then approximating the response of the entire

analog channel by an impulse response g(t). One approach to doing this is

to apply a unit step input to the entire analog channel, which is composed of
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Figure 4.5: The AMI simulation flow first performs all of the LTI processing
in the Tx and Rx AMI_Init functions. It then takes this modified impulse
response and the input bitstream to form the input waveform. The NLTV
processing is then performed on the input waveform in the Tx and Rx
AMI_GetWave functions, which output the final waveform. The Tx and Rx
AMI_Close functions are then run to deallocate memory in the computer.

the transmitter, the channel, and the receiver. We then differentiate the step

response at the receiver output to find the impulse response. This process

effectively linearizes the analog channel [53]. This approximation is only

valid when the nonlinear behavior of the buffer is taken into account in the

algorithmic portion.

The EDA tool then inputs g(t) into the algorithmic portion of the model,

whose flow is shown in Fig. 4.5. The algorithmic model has been stan-

dardized to include three high-level functions, AMI_Init, AMI_GetWave, and

AMI_Close. The transmitter (Tx) AMI_Init takes as its input g(t), which is

sampled and is essentially an array, and performs LTI signal processing func-

tions on it, such as feed-forward equalization (FFE) or pre-emphasis. This

modified impulse response is then inputted into the receiver (Rx) AMI_Init

function, which might approximate an Rx continuous-time linear equalization

with a difference equation, to output a further modified impulse response.

The EDA tool then combines this modified impulse response with the input

bitstream to form the input waveform, which is sent to the Tx AMI_GetWave

function and then to the Rx AMI_GetWave function. The Rx AMI_GetWave is

generally the most complicated function in the entire AMI model, as it is used

to model highly nonlinear time-varying (NLTV) components like a decision-
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feedback equalizer (DFE) circuit, a clock-data recovery (CDR) circuit, or an

automatic gain control (AGC) circuit. For a description of the structure or

function of any of these circuits, see [54]. The output waveform from the

Rx AMI_GetWave can be processed to generate an eye diagram or a bathtub

curve. Finally, the Tx and Rx AMI_Close functions are run to deallocate

computer memory.

The statistical simulation requires the entire AMI model to be linear time-

invariant (LTI). It omits the AMI_GetWave functions, which are the only

parts of the flow that contain NLTV behavior. It generates eye diagrams by

convolving the equalized analog channel impulse response with a probability

distribution function describing the input signal variations.

The entire AMI model is contained in two files that are referenced by the

top-level *.ibs file. The first is a *.ami file contains the input arguments

to each of the three standard AMI functions, including any model-specific

parameters that the developer has exposed. The second is a *.dll or a *.so file,

depending on the operating system of the computer running the simulation,

that contains the three compiled AMI functions and any supporting code.

Because these files are compiled, the intellectual property contained in the

model remains hidden.
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CHAPTER 5

LIM2X

Now that we have outlined the X-parameter formalism and given some

background into signal integrity, we begin our use of X-parameters for sig-

nal integrity applications. The first step is to ensure that X-parameters can

be accurately and efficiently generated for extremely large circuits like I/O

buffers. The current state-of-the-art method for generating X-parameters via

simulation is harmonic balance (HB), which is outlined in Sec. 3.2. While

this method works very well for most microwave circuits, these circuits are

generally not particularly large, at most on the order of hundreds of transis-

tors. Because HB is inherently based on MNA, it has to invert a matrix as

part of its algorithm, just like SPICE does. Matrix inversion has super-linear

numerical complexity with respect to the number of elements involved. This

puts HB at a disadvantage when circuit sizes reach the order of thousands or

tens of thousands of transistors, as they commonly do in modern I/O buffers,

especially since the number of unknowns in the HB algorithm also at best

scales linearly with the number of harmonics. This motivates the use of a

simulation framework that scales well with increasing numbers of elements.

The latency insertion method (LIM), whose basic formulation was de-

scribed in Sec. 4.1 and whose extension to simulating with CMOS devices

was shown in Sec. 4.2. LIM is an all-purpose circuit solver with linear nu-

merical complexity. This property of LIM positions it as an attractive tool

for the generation of the X-parameters for very large I/O buffer circuits. The

purpose of this chapter is to show how we can use the LIM toolbox and ex-

tend its capabilities to include X-parameter generation, called lim2x. To do

so, we first determine the proper port excitations and terminations. Next,

we explain the processing of the output voltages and currents generated by

the LIM transient simulation needed to extract the X-parameters. We then

demonstrate lim2x for a simple I/O buffer circuit, the basic inverter. We

show comparisons of the generated results with those made by HB. Finally,
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Port 1 (Input) Port 2 (Output)

2 Port

X-Parameter

Model

A1 A2

B1 B2
Vlarge +

Vsmall

RSource RLoad

+

Vout

-

+

Vin

-

Iin Iout

Vsmall

Figure 5.1: Two-port described by X-parameters with termination and
source. Port 1 is the input port and port 2 is the output port. Only port 1
has the large-signal excitation.

we offer a critique of the method and possible avenues for its expansion.

5.1 Excitations and Terminations Needed for

X-Parameter Extraction

Here we leverage the theory of Sec. 2.9 to implement the lim2x process.

Single large-tone X-parameter extraction requires analysis of the circuit’s

response to a particular excitation for each fundamental frequency, harmonic,

and input power level. The excitation design was first discussed in [18] and

later improved in [19] to require fewer measurements. This is the method used

here. In the following analysis, two ports are used, but the result generalizes.

Since I/O buffer circuits can be treated as unidirectional, port 1 and port

2 are designated the input and output ports, respectively, as shown in Fig.

5.1.

The total excitation is the sum of a large-signal voltage tone at the fun-

damental frequency f and a small-signal voltage tone at a slight offset in

frequency from a harmonic of the large-signal tone. The large-signal voltage

tone, which is A1,1, is

Vlarge = |A1,1|
√

2

ZC
(ZS + ZC) cos (2πft+ arg (A1,1)) (5.1)

and the small-signal voltage tone, which is either A1,l or A2,l depending on
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which port it is applied, is

Vsmall = |δ| · cos (2π(lf + ε)t+ arg(δ)) . (5.2)

In these equations, |A1,1| is the magnitude of the normalized incident wave,

ZC is the characteristic impedance of the system (normally 50 Ω), ZS is the

source impedance of the excitation port, arg (A1,1) is the phase to which

all other signals are referenced (usually set to zero for convenience), ε is a

frequency offset, and δ is a complex number containing the magnitude and

phase of the small signal. The phase of δ can take any value but it needs

to be known. The ε frequency offset serves the purpose of separating the

X-parameters of types S and T from each other in frequency, thus preventing

aliasing and allowing the extraction of both in one measurement. The ε and δ

parameters should be as small as possible to ensure that the approximations

used in the X-parameter formalism derivation are valid, but larger values

make it easier to process the circuit’s output waveforms through Fourier

series analysis. Some general rules of thumb that produce good results are

|δ| < |A1,1|
20

√
2

ZC
(ZS + ZC) (5.3)

and

ε <
f

10
. (5.4)

The scaling factor comes from the definition of power waves, a voltage divider,

and root-mean-square to peak-to-peak conversion.

The excitation is applied for all pertinent values of l to determine the

contribution at the qth harmonic of port k from the lth input harmonic. To

calculate X
(S)
k,q;2,l and X

(T )
k,q;2,l parameters, the small harmonic tone is to be

applied at port 2 while the large tone is still applied at port 1. The output

impedance termination is merely a resistor with the desired characteristic

impedance of the system.

5.2 LIM Output Processing

The LIM engine solves for peak voltages and currents, so the following

definitions are necessary to convert these quantities to power waves
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A1 =
(Vin + ZCIin)√

8 · Re(ZC)
=
∑
l

A1,l (5.5a)

B1 =
(Vin − ZCIin)√

8 · Re(ZC)
=
∑
k

B1,k (5.5b)

A2 =
(Vout + ZCIout)√

8 · Re(ZC)
=
∑
l

A2,l (5.5c)

B2 =
(Vout − ZCIout)√

8 · Re(ZC)
=
∑
k

B2,k (5.5d)

where each of the voltages is defined at the ports of the network and each of

the currents is defined as pointing into the network, similar to the conventions

used for scattering parameters. The second equality separates the power wave

into a sum of its contributions from each harmonic, as defined in (2.54).

We then condition the signal to improve our results. The first step is to

truncate the initial transient behavior from the beginning of the waveforms.

Next, we truncate more samples from the beginning so that our time series

data have as close to an integer number of periods of the large signal as

possible. Doing this minimizes the spectral leakage from the large tone,

which otherwise can very easily obscure the adjacent small tones [55]. As

demonstrated in Sec. 2.9, the X
(S)
p,k;q,l and X

(T )
p,k;q,l are

X(S)
p,k;q,l =

B̂p (2π (kf + ε))

Âq (2π (lf + ε))
(5.6a)

X(T )
p,k;q,l =

B̂p (2π (kf − ε))
Â∗q (2π (lf + ε))

ej2 arg(δ) (5.6b)

where B̂p (2π (kf + ε)) is the upper sideband contribution at ε offset from

harmonic q at port p, and B̂ (2π (kf − ε)) is the lower sideband contribution

at ε offset from harmonic q at port p. Last, Âq (2π (lf + ε)) is the upper side-

band contribution at ε offset from harmonic l at port q and Â∗q (2π (lf + ε))

is its complex conjugate. This is the small-signal tone that is input into the

circuit. These Fourier coefficients can be calculated in many different ways.
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In one method, B̂p (2π (kf + ε)) is calculated from Bp by

B̂p (2π (kf + ε)) =
2

Nt

Nt−1∑
n=0

Bp(tn)
[
e−2π(kf+ε)tn

]
(5.7)

where tn = t0 +n∆t, t0 is the arbitrary starting time for the calculation, and

Nt is the number of samples over which the calculation is performed.

For the calculation of the FB-terms from (2.54), it is often easier to elimi-

nate the small-signal stimulus entirely and perform Fourier processing of the

output waves so that

X
(FB)
p,k = B̂p (2πkf) . (5.8)

Other methods for extracting the Fourier coeffcients are with the fast

Fourier transform (FFT) or through the use of a Goertzel filter [55]. The

frequency resolution increases with longer sampling times, but this requires

more memory because of the longer simulation time. Increasing ε and δ

lessens the need for very long simulation times, but can result in a severe

decrease in accuracy when the rules of thumb in (5.3) and (5.4) are not

followed.

5.3 Example and Numerical Results

The lim2x process was run for the circuit in Fig. 5.2 with LIM and the

X-parameters generated were compared to those generated by HB with the

Agilent Advanced Design System (ADS) [34]. LIM inserts a fictitious series

inductor at the input branch and a fictitious shunt capacitor at the out-

put node. The gate-to-source capacitances were modeled with nodal shunt

capacitances at the gate.

Several small-signal X-parameters were generated for 28 frequencies be-

tween 10 MHz and 10 GHz at an input power level in the nonlinear region

of the buffer. The values for the fictitious capacitor and inductor and the

total simulation runtime were scaled with frequency in order to guarantee

minimal distortion of the data and at least 1000 periods of the steady-state

circuit response for accurate Fourier series coefficient extraction.

Figure 5.3 displays the magnitudes and phases generated by both LIM
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Cgsp

Cgsn

Vdd

Port 1 (Input)

Vlarge +

Vsmall

RSource

Port 2 (Output)

RLoad

Vsmall

Figure 5.2: Simple inverter circuit used for X-parameter generation.

and HB for X
(S)
2,1;1,2, X

(S)
2,2;1,2, and X

(S)
2,3;1,2. Figures 5.4 and 5.5 display the

magnitude comparisons for various other parameters, including X
(S)
2,2;2,2 and

X
(S)
2,3;2,2 for which the harmonic small tone was applied at port 2.

Next, several large-signal X-parameters were generated for a wide range of

input powers at a resolution of 1 dB at 1 GHz for at least 1000 periods of

the steady-state circuit response to ensure accurate Fourier series coefficient

extraction. Figure 5.6 displays the magnitude and phase of X
(FB)
1,1 and X

(FB)
2,1

versus input power as generated by LIM and HB. Figure 5.7 shows the mag-

nitude and phase of X
(FB)
2,2 and X

(FB)
2,3 versus input power as generated by

LIM and HB.

The X-parameters generated with LIM closely match those generated by

HB in all instances. Some of the small discrepancies between the two simu-

lators may be a result of the fictitious reactive elements. These could be set

to smaller values at the expense of a smaller time step and longer simulation

times. Overall, lim2x is shown to produce results that match those generated

by HB.
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Figure 5.3: Comparison of magnitude and phase of X
(S)
2,1;1,2, X

(S)
2,2;1,2, and

X
(S)
2,3;1,2 parameters generated by LIM and HB.
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2,2;2,2 parameters
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Figure 5.6: Comparison of the magnitude and phase of the large-signal
X

(FB)
1,1 and X

(FB)
2,1 parameters versus input power at 1 GHz generated by

LIM and HB.
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5.4 Comments and Future Work

While lim2x was able to produce excellent results, it does entail a few

concerns. First, all simulators have numerical rounding errors and for a

transient simulation, the longer the simulation time, the more these errors

can accumulate [56]. Since the transient simulations needed in lim2x have

to run for many periods to allow for accurate X-parameter extraction, care

must be taken to manage this error. In this chapter, we have shown that the

lim2x process accurately generates X-parameters using LIM. Of future inter-

est would be to develop a commercial-grade LIM simulator so as to perform

some benchmarking on the performance of the lim2x process and identify

any scenarios where it might outperform generation of X-parameters by HB.

Part of this process would involve implementing some of the enhancements

to the LIM algorithm, such as Partitioned LIM [57], which further optimizes

the performance of LIM by partitioning the circuit so that portions with

larger latencies can be run with a larger time step. Future work could also

implement additional transistor models into LIM. Regardless, lim2x enables

any LIM simulator to extend its utility to include X-parameter generation.

Further, the X-parameter stimulus and extraction procedure outlined in this

chapter can be applied to any time-domain simulation, including SPICE, to

generate X-parameters in situations where an HB simulator is unavailable.
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CHAPTER 6

X2IBIS

In Chapter 5, we used lim2x to demonstrate a time-domain method for

generating X-parameters with a simulation engine that will scale well for very

large circuits, the kinds we encounter when studying I/O buffers. Now that

we have done so, we shift our focus to showing the efficacy of X-parameters for

modeling the behavior of I/O buffers. As we discern how to accomplish this,

we first note that the current industry standard for modeling the behavior of

I/O buffers is IBIS, which we outlined in Sec. 4.3. IBIS is already established

in the signal integrity culture, which despite all of the technological expansion

happening as a part of it, carries significant inertia when it comes to adopting

new measurement or modeling techniques. There is huge strategic value in

first using X-parameters to generate IBIS models. Doing so will establish a

baseline level of performance for using X-parameters to model I/O buffers

from which we can expand.

Therefore, the topic of this chapter is x2ibis, a new process in which X-

parameters are measured or simulated and then used in simulation to gener-

ate the fundamental components of an IBIS model, namely the I-V and V-t

tables.

The entire process is shown in the flowchart in Fig. 6.1. This particular

flow assumes that we are beginning with a SPICE netlist, but the same ideas

can be used in the actual measurement of the X-parameters of a buffer with

a nonlinear vector network analyzer (NVNA), which was briefly described

in Sec. 3.1. In this chapter, we will first outline the X-parameter model

simulation process. Then, we show how to use these simulated or measured

X-parameter model files to generate the I-V and V-t tables.

Harmonic balance (HB) simulations, which are described in Sec. 3.2, can

be used to generate *.xnp files, which contain X-parameter data, but sepa-

rate X-parameter measurements must be taken for the I-V curves and the V-t

curves. This is because the former is a one-port DC measurement with the
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Input Output

Vdd

Figure 6.2: Simple inverter circuit used in this example of the x2ibis
process.

large-signal at the output and the latter is a two-port microwave measure-

ment with the large-signal at the input. All X-parameter simulations in this

chapter have been performed with ports that have a characteristic impedance

of 50 Ω in order to match the impedance of the ports of a standard NVNA,

but this is not necessary because there are attachments to NVNAs that allow

for port impedances to be transformed to any arbitrary complex value.

The x2ibis process is then demonstrated for a simple inverter and the

performance of the resulting IBIS model is compared to that generated by

s2ibis, which we described in Sec. 4.4.

6.1 Generating the X-Parameter Files

The test circuit in this example of the x2ibis process is a simple inverter

shown in Fig. 6.2 with Vdd = 2.5V . The typical supply pin labeling conven-

tions for the field effect transistor (FET) are “Vdd” and “Vss” for the positive

and negative supply pins, respectively, but the IBIS convention is to identify

the positive voltage supply as Vcc and the negative voltage supply as Gnd,

so we will be following the IBIS convention in the rest of this discussion.

As mentioned in Sec. 4.4, the IBIS Cookbook [48] provides recipes for the

generation of the IBIS I-V and V-t curves. We will be approximating these

recipes as well as possible within the X-parameter formalism.

Again, the I-V curve generation and the V-t curve generation are best
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Test Circuit

In                     Out

DC Voltage Bias 

= Gnd or Vcc

X-parameter 

Source

Zc

Figure 6.3: Measurement setup for the generation of the X-parameter file
for the I-V curve generation. This measurement setup captures the DC
behavior of the buffer.

separated into different processes because the former is a static one-port

measurement where the large-signal tone is applied to the buffer’s output

port with the input port merely holding a DC voltage bias while the latter

is the typical paradigm where the large-tone is applied to the input port and

the output waveforms are of primary interest.

For I-V curve *.xnp file generation, the input port is connected to an X-

parameter DC voltage bias of Gnd and Vcc and the output port is connected

to an X-parameter source as shown in Fig. 6.3. The source has a DC voltage

bias of 0.5 Vcc and |A11| to correspond to a peak-to-peak voltage of 3 Vcc

as demonstrated in (5.1). It also has source impedance equal to the system

impedance, Zc. The frequency, f , of the simulation should be set as low as

possible to approximate DC behavior best. For this test circuit, we used 11

harmonics, but more could be included for higher accuracy at the expense of

having a slightly longer simulation and larger *.xnp file.

For V-t curve *.xnp file generation, the input port is connected to the

X-parameter source and the output to an X-parameter load termination as

shown in Fig. 6.4. The source should have a DC voltage bias of 0.5Vcc

and |A11| to correspond to a peak-to-peak voltage of Vcc. The frequency

should be set to f = (trise + tfall)
−1. The output should be connected to
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Test Circuit

In                     Out

X-parameter 

Source

Zc

Zc
X-parameter 

Load

Figure 6.4: Measurement setup for the generation of the X-parameter file
for the V-t curve generation. This measurement setup captures the
switching behavior of the buffer.

an X-parameter load with DC voltage bias of Gnd and Vcc. Both input and

output ports should have an impedance of Zc. Using seven harmonics proved

to be sufficient for this measurement, but more could be used for increased

accuracy. To generate V-t tables for different rise and fall times, a user could

always measure the X-parameters for multiple frequencies.

One of the biggest concerns with X-parameter measurements is the sheer

number of parameters that are generated as the number of examined funda-

mental frequencies, harmonics, DC biases, input power levels, and measure-

ment ports increases. With the current number of harmonics, the sizes of

the two *.xnp files together totaled fewer than 100 kilobytes. Our restriction

to include only one power level and one frequency for each measurement is

the primary reason that the file is so small. This setup is justifiable because

the inputs of I/O buffers generally do not vary much in amplitude or data

rate. In circumstances where this assumption is not valid, more power levels

or frequencies can be included in the .xnp file at the expense of a larger file.
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6.2 Generating IBIS Tables from X-Parameter Files

Together, these two *.xnp files contain all of the information in the I-V and

V-t tables of a normal IBIS file. At this point, these X-parameter files could

be sent to a different individual with expertise in IBIS modeling to generate

the IBIS file without exposing any of the intellectual property (IP) of the

buffer design to that new individual. In the signal integrity community, this

is an especially desirable characteristic.

In order to generate the desired curves from these *.xnp files, we insert

them into HB simulations. These simulations will produce phasors, complete

with harmonic contributions, of the scattered and incident waves, B and A,

from which it is easy to calculate voltage and current phasors

V =
√
ZC(A+B) (6.1a)

I =
(A−B)√

ZC
. (6.1b)

The time-domain waveforms can then be generated from these phasors.

To calculate the Pulldown I-V Curve, we take the I-V *.xnp file, connect

an HB source with impedance Zc to the output with the same DC bias,

power level, frequency, and number of harmonics as with the generation and

connect the input directly to the appropriate DC voltage source to set the

buffer in the low state. We extract the voltage and current waveforms from

the simulation results and normalize the I-V curve so it passes through (0 V,

0 mA). We then bias the input to set the buffer in the high state and re-run

this process to extract the Pullup I-V curve.

To generate the Rising and Falling high V-t waveforms, we take the V-t

*.xnp file, connect an HB source with impedance Zc to the input with the

same DC bias, power level, frequency, and number of harmonics as with the

generation and connect the output to an HB termination with impedance Zc

and a DC voltage bias of Vcc. We generate the time-domain voltage response

of the output from the results of the simulation, separating this response

into rising and falling portions. To generate the Rising and Falling low V-t

waveforms, we change the DC voltage bias to Gnd. Next, we apply a linear

transformation on all four waveforms to match the beginning and end points

to the I-V data using load-line analysis as mentioned in Sec. 4.4. Finally,

all of these curves can be tabulated and put into an IBIS file, ready for
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Figure 6.5: Comparison of I-V curves generated by x2ibis and s2ibis.

simulation in an EDA tool.

6.3 Example and Numerical Results

Figures 6.5 and 6.6 show a comparison between s2ibis and x2ibis for all of

the I-V and V-t curves. As is shown, the results from both methods match

reasonably well despite the approximations that were made in the generation

in x2ibis. The I-V curve file generation used the transient simulation approx-

imation from the IBIS Cookbook and the V-t curve file generation roughly

approximated the ideal ramp input with a sinusoid. Last, Fig. 6.7 shows

both IBIS files being used in a circuit simulation with a pseudo-random bit

sequence as a source. The waveforms match well.

6.4 Comments and Future Work

We have utilized X-parameter measurements in the generation of an IBIS

model, which is the current standard for modeling I/O buffer circuits. We
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Figure 6.6: Comparison of V-t curves generated by x2ibis and s2ibis.
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have demonstrated that this method, x2ibis, produces results that agree well

with those generated using s2ibis. Thus, we have shown that the X-parameter

formalism and the NVNA are both powerful tools for basic IBIS model gen-

eration. With the advent of the Algorithmic Modeling Interface (AMI), out-

lined in Sec. 4.5, the analog portion of an I/O buffer has been minimalized

in the IBIS modeling flow. Therefore, it might not be necessary to be able to

generate an IBIS model that is much more intricate than the one generated

for the circuit in Fig. 6.2.

As for the x2ibis process, there is room for improvement. Thus far, the

number of harmonics used in both the I-V and V-t tables has been chosen

heuristically. A case study of the effect of the number of harmonics on the

quality of the solution might yield some insights into the degree of nonlinear-

ity of a particular class of buffer circuit. As for the approximation of the ideal

step function for the stimulus in the V-t curve generation, there is another op-

tion. We can approximate a pulse from its Fourier series representation. This

was attempted, but it did not produce good results for a reasonable number

of harmonics because the behavior of the output waveform was dominated

by the Gibbs phenomena that resulted from the limited number of harmon-

ics. Last, x2ibis could be performed on actual X-parameter measurements

from the laboratory gathered using an NVNA. Regardless, we have achieved

the primary purpose of x2ibis, to show that all of the information contained

in the analog portion of an IBIS model, particularly the V-t tables, can be

extracted from an X-parameter model.
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CHAPTER 7

DISCUSSION

“A theory is something nobody believes, except the person who made it. An

experiment is something everybody believes, except the person who made it.”

-Albert Einstein

7.1 Overview

The purpose of this dissertation has been to apply X-parameters to signal

integrity applications. Throughout our work with X-parameters, we have

learned that the biggest hurdle in using them is the challenge involved in

developing a good understanding of how they are formulated and measured.

Historically, entire senior-level undergraduate lectures and laboratory courses

have been dedicated to the study and measurement of scattering parame-

ters. Hence, it is very reasonable to treat X-parameters, a nonlinear su-

perset of scattering parameters, as an advanced topic. We have provided

an X-parameter primer as well as an example of measuring and using the

X-parameters of an amplifier and simulating and using the X-parameters of

a simple equalizer circuit. It is our hope that resources such as this dis-

sertation and [12] will make future studies of X-parameters and nonlinear

modeling less intimidating and more fruitful. When researchers have more

knowledge of the X-parameter formalism, more problems can be formulated

and solved using it.

The latency insertion method (LIM) is a linear numerical complexity, all-

purpose circuit simulation tool, ideal for simulating large, high-speed circuits,

which naturally have reactive elements. We have demonstrated lim2x as

an X-parameter generation process with LIM that can handle large mod-

ern, high-frequency I/O buffer circuits. We then demonstrated how X-

parameters can be used to generate Input/Output Buffer Information Spec-
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ification (IBIS) models, the current standard for modeling I/O buffers.

7.2 Future Work

Looking back on the genesis of IBIS, it seems that its fundamental premise

is that a buffer’s behavior can be primarily described as DC, with the oc-

casional transition to the opposite state. While this was a fairly justifiable

sentiment in the early 1990s when IBIS was first created, it is becoming

less true as we increase the transmission rates of high-speed links to tens of

gigabits-per-second. The process x2ibis is valuable because IBIS is the cur-

rent standard for modeling I/O buffers, but future work using X-parameters

to model I/O buffers will benefit from including X-parameter measurements

as part of a different equivalent circuit which acknowledges that a high-speed

link operates at microwave frequencies.

When using scattering parameters in a transient simulator, the simulator

can perform an inverse Fourier transform to extract the impulse response [7].

This impulse response can then be convolved with any arbitrary input to

generate a result. Provided that scattering parameters are sampled or well-

approximated from DC to the maximum frequency of the simulation, this

method is accurate, albeit slow. A similar idea for transient simulation with

an X-parameter model was pursued in [9], where the X-parameter of type FB

was linearized and all of the nonlinear behavior was modeled in the existence

of harmonics. We demonstrated in Sec. 3.6 that this approximation is not

valid for modeling normal buffer operation.

Modeling the buffer as “almost linear” is not an effective long-term solution

since the X-parameter formalism is fundamentally a bandpass model, but

this property makes it ideal for HB or circuit envelope (CE) simulations [58].

Also shown in Sec. 3.6, HB simulations with X-parameter models are able to

match the steady-state transient behavior of a buffer. These simulations were

performed with simple sinusoidal input stimuli, but future work can leverage

more elaborate circuit envelope (CE) simulation techniques to model more

interesting stimuli, such as a pseudo-random bit sequence. The outputs of

these simulations could be used to construct an eye diagram and calculate

bit error rate (BER).

Also, signal integrity applications need not be limited to the single large-
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tone X-parameter model. Multiple large-tone X-parameters can be generated

if needed to simulate typical input signals to a circuit more accurately. X-

parameters have also been extended to model long-term memory effects [12].

These extensions increase the flexibility of the X-parameter formalism and

will prove valuable in its use in signal integrity applications.
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APPENDIX

A.1 Using X-Parameters to Model a Varactor Diode

In this section, we will be describing X-parameter measurements made on

a varactor diode. A varactor diode, pictured in Fig. A.1 is a diode whose

capacitance changes as a function of the voltage across its terminals. When a

pn-junction diode is reverse-biased, it creates a depletion layer that exhibits

a charge-storage effect modeled by a junction capacitance Cj, which is a

function of the reverse bias voltage VR according to

Cj =
Cj0(

1 + VR
V0

)m (A.1)

where Cj0 is the value of Cj for zero applied voltage, V0 is the voltage across

the pn junction with no external voltage applied, and m is the grading coef-

ficient [59].

As can be seen from (A.1), the behavior of a varactor diode is nonlinear.

Our goal is to characterize the nonlinear microwave behavior of a Skyworks

SMV1235 varactor diode [60] using X-parameters. This varactor diode can

be used as a reconfigurable element in an antenna. We will verify the X-

Figure A.1: A varactor diode. The diode, when reverse-biased, acts as a
variable capacitor.

99



parameter measurements against the behavioral model of the varactor diode

based on (A.1).

The varactor diode was placed in parallel to a connectorized microstrip

line to allow for easy X-parameter measurement. The microstrip line height

is 1.575 millimeters with a relative dielectric constant of 2.2. The connector-

ized varactor diode’s X-parameters were measured in two different sweeps.

The first sweep measured 11 harmonics at ten frequency points from 10 MHz

to 100 MHz and at six power points from -5 to 20 dBm with an interme-

diate frequency bandwidth (IFBW) of 1 kHz. The second sweep measured

11 harmonics at 35 MHz and from -5 to 20 dBm with 1-dB steps with an

intermediate frequency bandwidth (IFBW) of 10 kHz. In both sweeps, a

bias tee was used to provide a DC bias of 3.25 V to reverse bias the varactor

diode along with DC blocks at both test ports to prevent the DC power from

saturating the receivers in the nonlinear vector network analyzer (NVNA).

The calibration reference plane was set so as to remove the effects of the bias

tee and the DC blocks.

These measurements were then used in a harmonic balance simulation

to compare the X-parameter measurements to the equivalent circuit model

provided by the vendor. The test setup of the vendor equivalent circuit is

shown in Fig. A.2. The test setup of the X-parameter model is shown in

Fig. A.3.

These test setups were both used in a harmonic balance (HB) simulation.

The HB simulation contained one fundamental frequency at 35 MHz and it

considered ten harmonics. The simulation converged for each model. Fig-

ure A.4 shows a plot comparing the magnitudes of the harmonic frequency

components of the voltage at the output load port for each model.

As can be seen, the results using X-parameter model match closely to those

of the vendor model for the first three harmonics and the fifth harmonic.

The fourth harmonic differs by about an order of magnitude and the higher

harmonics are higher than those predicted by the vendor model, albeit still

very small. It is hard to tell if this high-frequency discrepancy is due to the

noise floor of the measurement system or to the limited modeling range of

the vendor model. Regardless, this actual X-parameter measurement data of

the varactor diode can be used in larger circuits to determine the behavior

of an entire microwave system.
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Figure A.2: Simulation setup for the complete varactor diode circuit
connected in parallel with a microstrip line with excitation and load. The
values for the varactor diode packaging parameters are Cp = 2.15 pF, Rs =
0.6 Ω, and Ls = 0.7 nH. The varactor diode parameters are Cj0 = 15.85 pF,
V0 = 8.78 V, and m = 4.57. Each microstrip line has a height of 1.575 mm
and a relative dielectric constant of 2.2. The signal traces of each portion of
the microstrip line have a width of 4.9 mm and a length of 15 mm. The
port impedances ZS and ZL are both 50 Ω. The source provided 35 MHz
stimulus at 10 dBm input power. The source also contains a 3.25 V DC
offset to reverse-bias the varactor diode.
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Figure A.3: Simulation setup for using X-parameter varactor diode
measurements to compare with varactor behavior model. The port
impedances ZS and ZL are both 50 Ω. The source provided 35 MHz
stimulus at 10 dBm input power. The source also contains a 3.25 V DC
offset to correspond to the circumstances under which the X-parameter
model was generated.
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